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Chapter 1

Overview of the MIP Timing Detector Project

1.1 Introduction
This document is the Technical Design Report (TDR) of the MIP Timing Detector (MTD), a
new detector planned for CMS during the High Luminosity LHC (HL-LHC) era. This device
will bring a completely new capability to CMS — the ability to measure precisely the produc-
tion time of minimum ionizing particles (MIP) for use in disentangling the approximately 200
nearly-simultaneous “pileup” interactions that will occur in each bunch crossing of the LHC. It
also provides new capabilities for charged hadron identification and the search for long-lived
particles.

In this introduction, we summarize the motivation and physics case for the MTD, present the
high-level considerations and requirements for the design, and give an overview of the pro-
posed detector.

In 2015, the LHC achieved a center-of-mass energy for proton-proton collisions of 13 TeV. While
a small increase in collision energy is planned, the main improvement in the sensitivity of the
search for physics “beyond the standard model (BSM)” will come from increased luminosity.
In 2019, the LHC began a two-year shutdown, known as Long Shutdown 2 (LS2), to upgrade
the injector complex to produce brighter (smaller emittance) beams. After a three-year running
period at 13–14 TeV (Run-3), there will be another long shutdown of approximately 2.5 years,
Long Shutdown 3 (LS3), starting in 2024, to upgrade the optics in the interaction region to
produce more tightly focused and overlapping beams at collision. The LHC will resume oper-
ations in 2026. The decade following these upgrades is called the High Luminosity (HL-LHC)
era or sometimes Phase-2 of LHC operations. There will be much higher collision rates that
will far exceed the capabilities of the existing CMS detector, which will consequently require
significant upgrades to continue to function efficiently. The MTD will be added to CMS to help
meet the challenge of high luminosity.

For the HL-LHC, the brightness of the beams and the new focusing scheme at the interaction
point will enable the accelerator to deliver an instantaneous luminosity of 2×1035 cm−2s−1 at
the beginning of each fill [1]. However, the nominal scenario is to operate at a stable “leveled”
luminosity of 5.0×1034 cm−2s−1, to limit the number of interactions during each bunch cross-
ing to 140 on average, by continuously tuning the beam focus and the beam crossing profile
during the fills. An ultimate scenario, with a leveled luminosity of 7.5×1034 cm−2s−1, will pro-
vide 30% more integrated luminosity, at the cost of producing 200 collisions per beam crossing.
Hard interactions of interest to CMS, those that probe energy scales ranging from a few GeV to
several TeV, occur in far fewer than 1% of the total beam crossings but will always be accompa-
nied by an average of 140–200 additional interactions. The spatial overlap of tracks and energy
deposits from the additional collisions can degrade the identification and the reconstruction of
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2 Chapter 1. Overview of the MIP Timing Detector Project

the hard interaction and can increase the rate of false triggers. In addition, the higher collision
rate integrated over time results in more radiation damage than can be tolerated by some of
the existing subdetectors. The upgraded detector must survive and function efficiently in this
much harsher radiation and high pileup environment and must transport a much higher rate
of data off the detector to be recorded for analysis.

The primary goal of the CMS Phase-2 upgrade for the HL-LHC is to maintain the current ex-
cellent performance of the CMS detector in efficiency, resolution, and background rejection for
all final state particles and physics observables used in data analyses. The CMS Upgrade Tech-
nical Proposal [2] presents, and the Scope Document [3] further specifies, a detailed plan to
deploy an upgraded CMS detector by 2026 to be ready for the start of HL-LHC operations. It
identifies the upgrades of CMS components necessary to withstand radiation damage effects
and overcome the challenge posed by the high rate of pileup, as detailed in Refs. [4–7].

The CMS collaboration has recently approved a Technical Proposal [8] to include the MIP Tim-
ing Detector in the upgrade plan for the HL-LHC era. The MTD will give timing information
for MIPs with 30–40 ps resolution at the beginning of HL-LHC operation in 2026, degrading
slowly as a result of radiation damage to 50–60 ps by the end of HL-LHC operations. This
will help to assign charged tracks to the correct interaction vertices in bunch crossings with an
average of 200 collisions or more. It exploits the fact that the individual interactions within
the bunch crossing do not all occur at precisely the same time but, because of the longitudinal
extent of the beams, are distributed over time with an rms of 180–200 ps. By associating tracks
from a vertex to hits and their corresponding times in the MTD, the time at which the collision
vertex occurred can be reconstructed. Other tracks pointing roughly towards the vertex but
coming at the wrong time, can be eliminated from consideration as contributing to that par-
ticular collision. The use of timing and tracking together will, therefore, give CMS excellent
association of tracks to vertices even when the vertices are very close together in space. The
MTD will provide timing in the barrel and endcap regions, with a hermetic angular coverage
up to a pseudorapidity, η, of ±3, with η defined as − ln tan(θ/2), where θ is the polar angle
of a particle measured from the z axis, taken as the beam line. A full definition of the coordi-
nate system used in the CMS experiment and the relevant kinematic variables can be found in
Ref. [9].

The time of electromagnetic showers will also be determined to a precision of 30–50 ps above a
transverse momentum, pT, of a few GeV in the upgraded calorimeters [6, 7]. We can use these
times to associate photons to the correct charged particle vertex, based on compatibility with
the time obtained from the MTD.

Pileup mitigation in CMS builds upon particle-flow event reconstruction [10], a technique that
combines information from different detectors to establish a list of particle candidates: charged
leptons, charged hadrons, photons, and neutral hadrons. It improves the quality of the objects
included in the vertex of interest by removing charged tracks that are inconsistent with orig-
inating from that vertex, as well as neutral deposits in the calorimeters that might belong to
a different interaction based on statistical inference techniques, as described in Ref. [11]. The
high spatial granularity of the tracking subdetectors will enable the upgraded CMS detector
to separate vertices, to identify the hard collision, and to measure signal particles with good
efficiency in the offline analyses [2, 3]. In the transition from 140 to 200 pileup interactions,
however, the peak “line density”, dNV/dz, of the number of collision vertices, NV , grows from
1.2 to 1.9 mm−1, assuming a line spread along the beam axis of about 4.5 cm rms (averaged over
the length of the fill), as seen in Fig. 1.1. The probability of spatial overlaps grows in all subde-
tectors, and these algorithms begin to fail at a substantial rate. For example, the association of
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Figure 1.1: Left: Distribution of the vertices along the beam direction at the LHC (Run-1 and
early Run-2) with ≈30 pileup interactions and HL-LHC with 140 and 200 pileup interactions.
The solid (dashed) line refers to the start (end) of the fill. Adjustments in the focusing of the
beam cause the z distributions to become narrower at the end of the fill. Right: Probability
density functions of the line density along the beam axis for the pileup of about 30 and for
pileup 140 and 200. The modes of the three distributions are 0.3, 1.2, and 1.9 mm−1 and their
means are 0.2, 0.9, and 1.4 mm−1, respectively.

a track with the primary vertex relies on a requirement on the distance of closest approach to
the vertex along the beam axis. Because tracks from displaced sources — such as secondary in-
teractions, decays of particles in flight, and resolution tails — cannot always be fully identified,
the optimal selection window has to be set wider than what would be expected by the intrinsic
tracking resolution alone. According to simulation, the optimal window is of the order of 1 mm,
causing a non-negligible contamination of tracks from pileup into the primary vertex for ver-
tex densities approaching 1 mm−1. The resulting degradation in resolutions, efficiencies, and
misidentification rates at 200 pileup interactions impacts several measurements [3, 12]. While
measurements relying on isolated objects will suffer mainly from an efficiency reduction when
tracks from pileup are incorrectly included in their isolation cones, measurements depending
on the resolution of global objects such as missing transverse energy (pmiss

T ) or on extended
objects such as jets may be distorted and this could result in poorer resolution or higher back-
grounds.

The timing upgrade of the CMS detector will improve the particle-flow performance at high
pileup to a level comparable to the current Phase-1 CMS detector, which is designed to han-
dle a pileup of approximately 50, exploiting the additional timing information from the MTD
and the calorimeters. In the time domain, the RMS spread of 180–200 ps within the 25 ns
bunch crossing structure of the colliding beams, is approximately constant during the fill and
largely uncorrelated with the spatial distribution. If one considers the beam spot sliced into
consecutive time exposures of 30–40 ps, the number of vertices per exposure drops to current
Run-2 LHC pileup levels of 40–60. A time resolution of this size would therefore reduce the
‘effective multiplicity’ of concurrent collisions, thereby recovering the Phase-1 quality of event
reconstruction.

The event display in Fig. 1.2 visually demonstrates the power of space-time reconstruction
in 200 pileup collisions, using a time-aware 4-dimensional extension of the deterministic an-
nealing technique adopted in vertex reconstruction by CMS [13]. According to simulation,
instances of vertex merging are reduced from 15% in space to 1% in space-time. The use of
timing information for each track, together with its z position extrapolated to the beam line,
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Figure 1.2: Simulated and reconstructed vertices in a bunch crossing with 200 pileup inter-
actions assuming a MIP timing detector with ∼30 ps time resolution covering the barrel and
endcaps. The horizontal axis is the z position along the beam line, where the “0” is the center
of the IR. The vertical axis is the time with “0” being the point in time when the beams com-
pletely overlap in z. The simulated vertices are the red dots. The vertical yellow lines indicate
3D-reconstructed (i.e. no use of timing information) vertices, with instances of vertex merging
visible throughout the display. The black crosses and the blue open circles represent tracks
and vertices reconstructed using a method that includes the time information and is therefore
referred to as “4D”. Many of the vertices that appear to be merged in the spatial dimension are
clearly separated when time information is available.

reduces the number of tracks from pileup vertices that are incorrectly associated with the hard-
interaction vertex. This reduction is quantified in Fig. 1.3. The left plot shows the mean number
of tracks incorrectly associated to the primary vertex as a function of the line density of the col-
lision vertices. For a line density of 1.9 collisions per mm, which is the peak density for the
case of 200 pileup collisions, the mean number of incorrectly associated tracks reaches over 20
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Figure 1.3: Left: Number of pileup tracks incorrectly associated with the hard interaction ver-
tex as a function of the collision line density for different time resolutions. Right: Distribution
of the number of incorrectly associated tracks with the use of a 3 σ (where σ = 35 ps) selection
on timing information and without use of timing information. The vertical axis is the frac-
tion of primary vertices which have the number of pileup tracks shown on the horizontal axis
associated to them.
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without the use of timing information.

The addition of track-time information from the MTD with 30–40 ps precision and a track-
time reconstruction efficiency of 85% reduces the wrong associations by more than a factor
of two. The peak line density of 1.9 mm−1 is effectively reduced to about 0.8 mm−1, which
corresponds to less than 80 pileup collisions. The addition of MTD time information, therefore,
has the potential to offset fully the CMS performance degradation in the transition from 140
to 200 pileup collisions and to recover the effective background conditions close to Phase-1
operations.

In addition to reducing the mean number of incorrectly associated tracks, the use of timing
information significantly reduces the number of primary vertices with a large number of incor-
rectly associated tracks, as shown in the right plot in Fig. 1.3. The red curve shows the result
in the presence of 200 interactions per bunch crossing, when the vertices are reconstructed
without the use of timing information: a very large number of tracks from other vertices are
wrongly associated to the primary vertex. The green curve shows the number of tracks wrongly
assigned to the primary vertex when a 3 σ selection on timing is used, showing that timing in-
formation dramatically reduces the number of false associations. For comparison, the black
curve shows the performance in a scenario where the pileup is 60 and there is no timing in-
formation. This pileup level was experienced during Run-2 and may be typical of operations
during Run-3.

The removal of pileup tracks inconsistent with the hard-interaction improves the reconstruc-
tion of many final state observables. For example, removing pileup tracks from the isolation
cones improves the identification efficiency for isolated leptons, especially τ leptons, and pho-
tons, which are key signatures of many processes of interest for the HL-LHC program. The
performance of b-jet identification, which relies on vertex reconstruction, is enhanced. The re-
construction of spatially extended objects and global event quantities that are vulnerable to the
“pileup pollution”, such as jets and pmiss

T , are also improved significantly. At pileup of 200, by
using track-time information in jet reconstruction, the rate of pileup jets that are actually spu-
riously clustered particles from pileup interactions, is reduced by 20–40%, depending on η, for
a jet pT threshold of 30 GeV. The pmiss

T resolution is improved by about 10%.

In addition to preserving the quality of the data at the highest luminosities, the MTD also brings
new capabilities to CMS. The identification of charged hadrons as pions, kaons, or protons
based on time-of-flight becomes possible up to a few GeV in pT, which is of significant benefit to
Heavy Ion physics and for specialized QCD studies in pp collisions, as discussed in Chapter 5.

As the detailed design of the MTD advanced, it became clear that the goal of a time resolution of
30–40 ps is achievable. However, based on radiation exposures of the candidate detector tech-
nologies, it also became evident that the time resolution will degrade approximately linearly
with integrated radiation dose, so that at the end of the HL-LHC operation the resolution will
be 50–60 ps, with the luminosity-weighted average reaching 40–50 ps. The physics discussion
in this introductory section is based on the resolutions that are achieved at the beginning of
HL-LHC operation. The sources of radiation degradation in the barrel and endcap regions are
given in Chapters 2 and 3, respectively. An evaluation of the impact of the degradation on the
overall physics is presented in Chapter 5, which concludes that the MTD provides significant
value to the CMS physics program even at the end of HL-LHC operation.

Simulation studies, first presented in the MTD Technical Proposal [8], and further developed
in Chapter 5 show that the MTD detector will improve electron, muon, τ, photon, jet, and pmiss

T
reconstruction up to |η| = 3.0, by introducing improvements to the particle-flow reconstruction
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Table 1.1: Expected scientific impact of the MIP Timing Detector, taken from Ref. [8].
Signal Physics measurement MTD impact
H → γγ and +15–25% (statistical) precision on the cross section Isolation and
H→4 leptons → Improve coupling measurements Vertex identification
VBF→H→ ττ +30% (statistical) precision on cross section Isolation

→ Improve coupling measurements VBF tagging, pmiss
T

HH +20% gain in signal yield Isolation
→ Consolidate searches b-tagging

EWK SUSY +40% background reduction MET
→ 150 GeV increase in mass reach b-tagging

Long-lived Peaking mass reconstruction βLLP from timing of
particles (LLP) → Unique discovery potential displaced vertices

so as to achieve a level of performance comparable to the Phase-1 CMS detector at pileup of
about 200. The integrated luminosity × efficiency is increased and this gain is equivalent to
collecting data for three additional years beyond the ten year run planned for the HL-LHC.

The remainder of Chapter 1 provides a brief summary of the physics gains made possible by
the MTD, a presentation of key design considerations and requirements, and an overview of
the MTD detectors.

1.2 Impact of the MTD on the CMS physics program at the HL-LHC
The CMS experimental program at the HL-LHC [2, 3], which includes the precision measure-
ment of standard model (SM) processes, especially the characterization of the Higgs boson, as
well as searches for BSM particles and processes, will benefit greatly from the increased lumi-
nosity provided by the upgrade of the LHC accelerator complex. The MTD is instrumental in
maintaining good resolution and reconstruction efficiency for the physics objects, which are
crucial for the HL-LHC scientific program. Efficiency gains from the MTD at the single-object
level and the improved pmiss

T reconstruction performance are compounded in multi-object final
states — such as di-Higgs boson events or events where the Higgs boson is produced in asso-
ciation with other particles — providing additional overall efficiency gains, at constant rate of
reducible backgrounds, of about 20–30% across many measurements.

In addition, the ability to reconstruct the time of displaced vertices will provide enhanced capa-
bility in searching for long-lived particles (LLPs) by measuring βLLP, where β is the relativistic
velocity parameter, and, in certain cases, permitting the reconstruction of the LLP’s mass. The
projected performance gains from precision timing with hermetic coverage for |η| < 3 are
summarized in Table 1.1.

The performance of b-jet identification is improved by the removal of pileup contributions
close in angle to the candidate signal particles. The gain is particularly effective in the search
for di-Higgs production, which can result in many combinations of complex physics objects
because of all the possible decay modes of the Higgs boson, and consequently in the direct
measurement of the self coupling of the Higgs boson, which is one of the highest priorities of
the HL-LHC physics program. For example, precision timing increases the signal yields for
constant background in HH → bbγγ by 17% from the barrel alone, and 22% with hermetic
coverage, as shown in Fig. 1.4). As discussed in Chapter 5, similar enhancements are predicted
for all the relevant di-Higgs boson final states (bbbb, bbττ, bbγγ, bbWW, bbZZ). For an
accumulated luminosity of 3000 fb−1, the MTD brings an improvement to the significance of
at least 13%, which would require an additional 26% luminosity to be taken if there were no
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MTD. Moreover, the MTD will enable the CMS Phase-2 detector to level the luminosity at 200
pileup interactions and accumulate more luminosity than assumed in this study.

In the case of final states with H → ττ decays, additional substantial gain arises from the
improved quality of the pmiss

T reconstruction. The 10–12% improvement in pmiss
T resolution at

200 pileup interactions from using time information for charged tracks yields a proportional
gain in the resolution of ττ mass reconstruction and in the signal-to-background ratio, and
counteracts much of the performance degradation observed in the transition from 140 to 200
pileup events [3]. In addition, the use of time information reduces the rate of pileup jets by
about a factor two, leading to an improved performance of Vector Boson Fusion (VBF) tagging,
which is useful for the clean observation of some Higgs boson decay modes. More generally,
the Higgs boson characterization will benefit from the improved efficiency for multi-object
final states (H → 4 leptons or bb̄) and from the enhanced vertex identification in H → γγ
decays [8], providing improved precision to the measurement of statistically limited differential
distributions, which are sensitive to BSM physics [14].

The sensitivity of several searches for new phenomena, including SUSY models, is largely
driven by the pmiss

T resolution. The 10% gain in the pmiss
T resolution with track timing leads

to a reduction by a factor of ≈ 40% in the tail of the pmiss
T distribution above 130 GeV (Fig. 5.15),

which offsets much of the performance degradation of SUSY searches observed in the transi-
tion from 140 to 200 pileup [3]. Additional benefits of the precision timing are anticipated in
multi-lepton signatures of BSM physics, owing to the increased efficiency in the selection of
isolated leptons, and in signatures where a direct measurement of the time-of-flight (TOF) of
heavy particles is exploited. For example, a TOF measurement with the MTD will reduce the
model dependence in searches for heavy charged stable particles (HCSPs), now limited to par-
ticles that traverse the calorimeters [15]. Moreover, the track-time reconstruction opens a new
avenue in searches for neutral LLPs, postulated in many extensions of the SM like Split-SUSY,
GMSB, RPV SUSY, Stealth SUSY, SUSY models with compressed mass spectra, and many others
discussed in Ref. [16] and references therein, even for cases in which the decays are partially in-
visible, leading to substantial increases in the sensitivity of such searches and providing a novel
method to characterize any future discovery. The space-time information associated with the
displaced decay vertex, constructed from the decay daughters that do not escape detection,
provides the kinematic constraints that are needed to get a direct measurement of the LLP
mass. This is shown for the case of a 700 GeV neutralino, χ0

1 , in Fig. 1.4.

With precision timing, the MTD will also serve as an excellent TOF detector for charged particle
(hadron) identification (PID), which is valuable in Heavy Ion physics and in certain specialized
studies of low mass QCD and flavor physics. Since a Heavy Ion run is scheduled early in the
HL-LHC program, it is appropriate to consider the impact of the MTD based on a time resolu-
tion of 30–40 ps. Combined with the wide coverage and full calorimetry of the CMS detector,
the MTD will provide unique opportunities for studying the mechanism of interactions be-
tween hard colored probes and the quark-gluon plasma (QGP) medium over a wide range of
angles, and detailed dynamics of heavy flavor particles over a wide rapidity range in heavy
ion collisions. Figure 1.5 shows the expected performance in identifying charged pions, kaons,
and protons, as a function of transverse momentum pT and rapidity y, in the barrel region and
the endcap region. In the barrel region, a minimal pT of 0.7 GeV is required for particles to
reach the timing detector. At midrapidity, proton identification up to pT ≈ 5 GeV is achievable,
while pions and kaons can be separated up to pT ≈ 2.5 GeV. The PID capability will, in general,
decrease toward high rapidity due to the rapid increase of total momentum and thus reduced
TOF difference. Nevertheless, good performance can still be achieved out to |y| ≈ 2.
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structed from the kinematic closure of the secondary vertex using time information with 30 ps
resolution.
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Figure 1.5: Expected performance for charged particle identification in pT and rapidity in an
early run of the HL-LHC with the proposed MTD, with a time resolution of about 30 ps, which
is achievable since there will not yet be significant radiation damage. Different colors of the
shaded regions correspond to 1, 2 and 3 σ separations. Left: The π/K separation vs pT and
rapidity y under the pion hypothesis. Right: The K/p separation vs pT and rapidity y under the
proton hypothesis. Shown also are contours in pseudo-rapidity, |η|. The label BTL in these plots
indicates the barrel timing detector and the label ETL indicates the endcap timing detectors.

The performance of particle identification for the proposed MTD is compared to that of the
TOF systems in the STAR [17] and ALICE [18] experiments at midrapidity (|y| < 0.9–1.0).
Table 1.2 summarizes key parameters of the TOF system in each experiment for the radius,
r, of the cylindrical barrel region, which is directly related to the particle flight distance, L;
the time resolution (σT); and the ratio of r to σT, which characterizes the TOF PID capability.
Although the CMS-MTD has the shortest flight distance, constrained by the available space in
CMS, with the design time resolution of 30 ps, the PID performance is expected to be 40% better



1.3. Considerations and requirements for the design of the MTD 9

Figure 1.6: A schematic view of the GEANT geometry of the timing layers implemented in
CMSSW [20] for simulation studies comprising a barrel layer (grey cylinder), at the interface
between the tracker and the ECAL, and two silicon endcap (orange and light violet discs) tim-
ing layers in front of the endcap calorimeter.

than the STAR-TOF and about 40% worse than the improved ALICE-TOF performance [19] out
to |y| < 0.9, where their coverage ends. More importantly, the wide acceptance of the MTD
provides CMS a unique PID coverage out to high rapidity.

Table 1.2: Summary of key parameters of the time-of-flight system for different experiments.

Experiment r σT r/σT (×100)
(m) (ps) (m × ps−1)

STAR-TOF 2.2 80 2.75
ALICE-TOF 3.7 56 6.6
CMS-MTD 1.16 30 3.87

1.3 Considerations and requirements for the design of the MTD
The design of the MTD is driven by scientific requirements which follow from the physics goals
of the HL-LHC program and engineering requirements and constraints. It must conform to the
requirements imposed on all detectors inside CMS, such as tolerance to magnetic fields and
robust mechanical design that can survive for the full duration of the HL-LHC program. The
need to fit within the existing CMS detector and conform to the HL-LHC upgrade schedule
puts many additional constraints on the MTD. These key requirements and constraints and
some conclusions that emerge from them are presented in this section.
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1.3.1 Time resolution

The requirement for the time resolution of the MTD is based on simulations that show that
the impact of pileup is reduced significantly for a resolution of 30–40 ps, which is achievable
at the beginning of HL-LHC operation, and continues to be effective even though, because of
radiation damage, the resolution degrades to 50–60 ps by the end of HL-LHC operation.

1.3.2 Space constraints for detectors and services

A broad range of physics studies motivates the need for nearly hermetic coverage with high ef-
ficiency. The overall geometric envelope and the service channels that provide cooling, power,
and data-transmission to the already approved detectors for the HL-LHC cannot be changed.
There are, then, only two locations where timing detectors can be installed: in the space be-
tween the last layer of the outer tracker (OT) and the beginning of the barrel electromagnetic
calorimeter (ECAL), which will allow coverage of the barrel region; and in the gap between
the Tracker bulkhead and the Phase-2 high granularity endcap calorimeter, (CE), which will
permit coverage in the endcap region. In each of these locations, very little space is available
for the MTD and its services. Alternatives to these locations were considered but were ruled
out because of technical issues.

The MTD then must be divided into two sections, the Barrel Timing Layer (BTL) covering
|η| < 1.5 and the Endcap Timing Layer (ETL) covering 1.6 < |η| < 3.0. This division follows
the layout of the CMS detector and is necessary for the MTD to fit into the detector, be com-
patible with the way in which the detector is opened for maintenance, and have access to the
service channels necessary for detector operations and readout. It is also driven by technical
considerations, especially the significant difference in integrated radiation dose between the
two sections.

These considerations lead to the following requirements and conclusions:

• The BTL shall be integrated into the support tube for the OT, occupying a limited
space just inside its inner radius, and at larger radius than any of the barrel tracking
layers. The space allotted for the BTL is defined to extend 40 mm inward towards
the beam from the inner surface of the Tracker Support Tube (TST), a carbon fiber
cylinder approximately 2 m in diameter and 5 m long. The BTL services (readout
fibers, power cables and cooling pipes) will be integrated along with those of the
OT.

• The ETL shall be supported on the CE nose cone, between the Tracker and the CE, in
a volume that is mechanically and thermally separated from the CE. The geometry
of the nose cone prevents the ETL from extending to |η| > 3, so it cannot completely
cover the full acceptance of the upgraded Tracker, which will reach to |η| = 4 for the
HL-LHC. Currently, a longitudinal space of 45 mm between the Tracker and the CE
has been allocated for the ETL on each end of CMS. The ETL services shall fit into
the channel just outside the CE.

Figure 1.6 shows a schematic view of the proposed MTD layout, comprising both BTL and ETL
sections, as implemented in the GEANT simulation of the CMS detector.

1.3.3 Impact on Tracker and CE integration and installation

The CMS Outer Tracker, which was part of the original CMS construction project, will be re-
moved and replaced with a completely new device. Since the OT’s silicon layers and the BTL
both reside in the TST, the integration of the two detectors must be carefully orchestrated. The
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BTL installation has to be completed either before the integration of the Tracker into the TST
has started or at specific points during the integration of the Tracker Barrel (TB). The integra-
tion of the BTL must be completed before the start of the integration of the Tracker Endcap
Disks, which must proceed on schedule. The requirement that the BTL integration shall not
interfere with the integration of the Outer Tracker has strong implications for the development
and construction schedule of the BTL.

The ETL is mounted on the nose of the CE, which is also a completely new detector that will
replace the current endcap calorimeter. However, since the ETL and CE occupy physically
different volumes and are separated thermally (although possibly sharing the cooling plants),
the two detectors can be integrated separately. The ETL can be installed on the CE when it is
above ground and lowered with it or it can be installed in the experimental cavern after the
CE is lowered. It is possible to install all or part of the ETL in a Technical Stop (LHC annual
maintenance period of a few months) or Long Shutdown after the initial run of the HL-LHC.
The ETL schedule is therefore not tightly coupled to the CE and it can potentially exploit a
longer period to complete development and construction.

1.3.4 Impact on the performance of other detectors

The presence of the BTL in the TST requires a reduction in the radius of the outermost barrel
tracking layer. This has been shown to have only a negligible impact on the tracking perfor-
mance and momentum resolution.

Since the BTL also shares the dry/cold volume with the tracker, it must not create thermal,
electronic or mechanical problems that would affect tracker performance. Since the BTL is also
quite close to the barrel ECAL, which requires precise temperature control, it must not disturb
the ECAL’s thermal environment.

In order for the ETL detector to be accessible for repairs and replacements of faulty components
when the CMS detector is open during shutdowns, the ETL will occupy an independent cold
and dry volume that is isolated and operated separately from the CE. ETL services will be
routed near the CE and must not create thermal, electronic, or mechanical problems that would
affect CE performance. While the ETL is in its own cold volume, it may share a cooling plant
with the CE and, if so, must operate within specifications that guarantee that it will not affect
the CE performance.

The electron and photon energy resolution of the calorimeters is degraded by the material in
front of them. The additional material in the timing layers should not degrade the performance
of the calorimeters in a significant way.

1.3.5 Segmentation/occupancy

In order to ensure that useful timing information is available for as many charged tracks as
possible, the maximum sensor size must be compatible with an occupancy less than a few
percent, ensuring a large probability for single hits needed for unambiguous time assignment.
Dead area between sensors must be minimized to preserve the efficiency. The detector must
also produce a manageable data volume.

For both the BTL and ETL, the choice of the size of an individual detector element (cell) is also
a compromise between occupancy, sensor characteristics, including electronics considerations
such as input capacitance and manufacturing issues, total power needs (number of channels),
and cost. A maximum per-channel area of order 1–2 cm2 is suitable for the BTL. For the ETL,
a sensor cell-size of ≈ 2 mm2 at |η| ≈ 3 is a good compromise between the spread in the
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time response within a channel, low occupancy, and low channel count rate. For the ETL, the
occupancy is significantly less at lower η.

1.3.6 Compatibility with CMS Trigger and Data Acquisition systems

The current CMS trigger uses two levels of selection: a first level, Level-1, based only on signals
from the calorimetry and muon detectors, that uses dedicated hardware to do simple com-
putations very quickly, in less than 4 µs, on every bunch crossing and passes about 100 000
crossings/s with interesting events to the next level; and second, the High Level trigger (HLT),
which uses the full information from the detector, including charged particle tracking, to do
much more sophisticated computations on a cluster of thousands of advanced microprocessors
to choose about 1000 crossings/s with most interesting events to record for detailed analysis.

The Level-1 trigger for the HL-LHC will add charged particle tracking based on the Outer
Tracker to the information from the calorimeters and muon detectors. Level-1 will have a la-
tency of 12.5 µs and an average rate of acceptance of 750 kHz. The MTD electronics must be
capable of delivering data registering the time at which a MIP traverses the sensitive volume,
known as a time stamp, and other required information, such as pulse height for time-walk
correction, upon receipt of a Level-1 Accept (L1-A) from the CMS trigger without introducing
readout dead time. The format of the data from the MTD must conform to CMS standards.
The readout must meet CMS performance requirements, including very low data loss. The
electronics must be able to receive and respond to fast and slow control information, including
throttling, reset and resync signals, and must produce and deliver the monitoring information
needed to ensure proper operation.

There is a proposal to use timing information from the MTD in the Level-1 trigger. One key
requirement for this new capability is that it does not add significantly to the cost, power
consumption, or complexity of the MTD front-end or back-end electronics. This possibility
is discussed in Section 4.3 and Appendix E, and briefly summarized in this introduction in
Section 1.4.5.

1.3.7 Operating temperature

The operating temperature of both the BTL and the ETL must be kept low because the time
jitter caused by noise and leakage currents, which are strong functions of temperature, has
a significant effect on the overall time resolution. Radiation exposure increases the noise or
dark current rate (DCR) and may lower the signal from MIPs. Heavily irradiated detectors can
partially recover from the radiation-induced damage if warmed to room temperature or above,
during periods when there are no collisions, reducing the DCR.

Therefore, operating temperatures in BTL and ETL shall be maintained as close as possible to
−30 ◦C, a level that can be comfortably achieved with cooling systems that have been used
in CMS and which limits the noise-induced jitter to an acceptable level. In fact, 30 ◦C should
be considered a conservative baseline and the possibility of going somewhat lower will dis-
cussed in a few places below. The cooling and temperature control, as well as the operational
procedures for the MTD, shall allow the maintenance of the detectors at room temperature for
extended periods of time, for example during LHC shutdown periods.

In order to achieve these goals, the design of the cooling system for the detector modules must
ensure efficient heat removal from the sensors. Furthermore, the MTD modules and their sup-
ports will undergo several thermal cycles as part of testing as well as during operations; there-
fore the MTD modules shall provide a robust mechanical structure that shall not deteriorate in
fit or function even after many thermal cycles from −30 ◦C to +20 ◦C.
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1.3.8 Radiation tolerance

The CMS detectors for Phase-2 described in the CMS Upgrade TDR documents are designed
to operate efficiently throughout the HL-LHC phase, up to an integrated luminosity of at least
3000 fb−1. The radiation level predictions at the location of each detector are based on the
FLUKA Monte Carlo multi-particle transport code [21, 22], using a preliminary implemen-
tation of the Phase-2 CMS geometry, described in the CMS Tracker TDR [4]. The geometry
model includes only minimal updates to the Phase-1 geometry model, such as the Phase-2
layer structure of the Tracker, an average description of the HGCal material without longitu-
dinal segmentation, and the replacement of the CMS endcap preshower with an 18 cm thick
neutron moderator. This model was also adopted for radiation level predictions in the MTD
Technical Proposal [8], although it did not include the implementation of the MTD itself, and
the neutron moderator in front of the endcap calorimeter was thicker than physically allow-
able with inclusion of the MTD. To cover the uncertainties in the predictions associated with
the approximate geometry model, all CMS detectors were required to have a minimum margin
of 1.5, without performance degradation compared to 3000 fb−1. The reduction of the neutron
moderator from 18 to 12 cm, to accommodate the endcap timing layer of the MTD, was checked
to give an increase lower than 15% in the neutron fluence in the MTD and in the Tracker.

In this TDR, the radiation level predictions are based on a refined implementation of the CMS
Phase-2 geometry, comprising the description of the MTD geometry; a neutron moderator with
a thickness of 12 cm; an accurate description of the services in the transition region between
the Tracker bulkhead and the CE and in the service channel between the barrel and the endcap;
and up-to-date descriptions of the Phase-2 envelope of the endcap detectors, the HGCal lon-
gitudinal segmentation, and the beam pipe. The details of the model and of the uncertainties
associated with the fluence and radiation dose predictions are described in Appendix A.

Table 1.3 shows the expected particle fluences and radiation doses at the location of the tim-
ing layers in the barrel and the endcaps, for an integrated luminosity of 3000 fb−1. At this
integrated luminosity the detectors will have received radiation doses of up to about 30 kGy
and a “1 MeV neutron equivalent fluence”, neq/cm2, of up to 1.9×1014 neq/cm2 in the barrel,
and 450 kGy and 1.6×1015 neq/cm2 in the high-η part of the endcap. For radiation tolerance
qualification, all the MTD components are required to stand radiation levels at least a factor
1.5 (safety factor) larger than the nominal prediction. The fluence and the radiation doses cor-
responding to this safety factor are also given in the table. A safety factor of 1.5 covers the
uncertainties in the predictions from the geometry model, the pp inelastic cross-section, and
possible sensor-to-sensor variations, as discussed in Appendix A.

The MTD sensor technologies shall be validated up to 3×1014 and 3×1015 neq/cm2 in the barrel
(Chapter 2 and Appendix B) and in the endcap (Chapter 3), respectively. The endcap design,
with the combination of two hits per track, enables the ETL to be operated up to these radi-
ation levels with a constant per-track resolution of 35 ps. The BTL, instead, will experience a
linear degradation in the time resolution, at the conservative working conditions of −30 ◦C,
combined with annealing at room temperature during the winter shutdowns. Operation at
lower temperature or short annealing periods at +50 ◦C would enable mitigation of the effect,
as discussed in Appendix B. The above figures provide a safety margin of 1.6 and 1.8 for BTL
and ETL respectively, for an integrated luminosity of 3000 fb−1 at the point with largest ra-
diation level. The addition of the MTD will enable CMS to level the HL-LHC luminosity at
200 collisions per beam crossing, thus providing the potential to integrate up to 4000 fb−1 of
luminosity, including 300 fb−1 from Phase-1. In this case, the safety margin would be reduced
to a factor of about 1.3.
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Table 1.3: Nominal radiation doses and fluences at various locations of the timing layers after
3000 fb−1. The last two columns show the radiation levels providing a safety margin of a factor
1.5. The fluence is normalized to 1 MeV neutron equivalent in silicon.

3000 fb−1 1.5×3000 fb−1

Region |η| r (cm) z (cm) neq/cm2 Dose (kGy) neq/cm2 Dose (kGy)
Barrel 0.0 116 0 1.65×1014 18 2.48×1014 27
Barrel 1.15 116 170 1.80×1014 25 2.70×1014 38
Barrel 1.45 116 240 1.90×1014 32 2.85×1014 48
Endcap 1.6 127 303 1.5×1014 19 2.3×1014 29
Endcap 2.0 84 303 3.0×1014 50 4.5×1014 75
Endcap 2.5 50 303 7.5×1014 170 1.1×1015 255
Endcap 3.0 31.5 303 1.6×1015 450 2.4×1015 675

For the BTL, no maintenance access for repairs is possible for the lifetime of the HL-LHC while
the ETL shall be designed to be accessible for repairs in situ and shall be capable of being
removed from the collision hall, repaired, and reinstalled during an extended Technical Stop.

To ensure that the MTD, as a whole, can maintain the required performance through the life-
time of the HL-LHC, each component that will be located in the experimental cavern must be
shown to function properly when exposed to the full expected radiation dose plus the addi-
tional amount corresponding to the safety factor. The silicon photomultipliers (SiPMs) chosen
as the photosensor in the barrel shall maintain a DCR within specifications up to a fluence of
3×1014 neq/cm2 and the front-end BTL ASICs shall be radiation tolerant and single event upset
(SEU) compliant to the same fluence. The low gain avalanche detectors (LGADs) chosen as the
sensors in the endcap shall be tolerant to 3×1015 neq/cm2 at |η| = 3, and the ETL front-end
ASIC shall be radiation tolerant and SEU compliant also up to 3×1015 neq/cm2. When SEUs do
occur, the system must be equipped with proper diagnostics and controls to detect them and
reset them quickly.

1.4 Overview of the MIP Timing Detector design
Mechanical constraints, performance, radiation tolerance, cost, and the upgrade schedule led
to a detector design consisting of a thin layer between the Tracker and the calorimeters, divided
into a barrel (|η| < 1.5) and two endcap sections covering up to |η| = 3.0. The requirements on
the MTD are rather different in the barrel and endcap regions. The radiation environments are
quite dissimilar, with the outer radius of the ETL, ≈1.2 m, receiving about the same dose as the
highest |η| part of the BTL but the inner radius, at ≈0.3 m, receiving nearly a factor of 30 more.
Moreover, the surface area of the BTL is about 2.5 times the surface area of the two endcaps.

Five technologies were investigated and studied in dedicated beam tests and radiation expo-
sures, building upon and extending long-standing R&D programs [23–33]. For the BTL, the
best available technology is a crystal scintillator that is read out with SiPMs [23–25], which are
pixelated avalanche photodiodes operating in Geiger breakdown mode. For the ETL, the best
performance is achieved with LGADs [26–28], which are silicon sensors with internal gain of
about 10–30.

The SiPM technology, used in the BTL, is not sufficiently radiation tolerant to work in the
endcap and the cost of instrumenting the barrel with LGADs is prohibitive. The two different
sensors also require rather different front-end ASICs. Moreover, the schedule constraints are
also different. There is less time for development and construction for the BTL, requiring the
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choice of a technology that needs relatively little R&D and for which production in industry is
well-established. Consequently, in the detectors and the associated front end electronics, the
synergy between the BTL and ETL is limited. The BTL and ETL do share common clock and
backend systems, cooling, and detector slow controls and safety systems.

The following sections give a brief introduction and overview to the MTD design. Detailed
descriptions are provided in the three chapters that follow.

1.4.1 Overview of the Barrel Timing Layer

The Barrel Timing Layer is a thin, cylindrical detector that will be housed inside the TST, shown
in Fig. 1.7, at its outer radius. The inner boundary of its radial envelope is 1148 mm from the
beam and the outer boundary is at 1188 mm, for a maximum radial extent of 40 mm. Its overall
active length in z is about 5000 mm. The total active surface is about 38 m2. The location of
the BTL in the Outer Tracker volume imposes many constraints on its design and operation,
described above. Importantly, the components of the BTL must be scheduled for installation
and integration into the TST so as to not disrupt or delay the Tracker installation and integra-
tion. This places constraints on the construction of BTL on-detector components, which must
be available for installation by the third quarter of calendar year 2023. Finally, the TST is em-
bedded in CMS and cannot be removed or serviced during the lifetime of the HL-LHC so that
the reliability of the BTL is a primary consideration, demanding excellent and robust design
and careful testing and integration.

To satisfy the concerns related to schedule and accessibility, it was decided to choose tech-
nologies for the sensor that are well-established and with which CMS has experience. Both
LYSO:Ce scintillating crystals and SiPM devices are technologies for which there are well-
established production and assembly procedures and facilities in industry. The R&D for a
precision timing application is well advanced, and small prototypes consisting of LYSO:Ce
crystals read out with SiPMs have been proven capable of achieving time resolution below
30 ps [34]. Both the crystals and the SiPMs are already proven to be radiation tolerant up to
a neutron equivalent fluence of at least 2× 1014 cm−2 and a total integrated dose of 25 kGy,
when cooled to approximately −30 ◦C. The readout electronics can be adapted from exist-
ing positron emission tomography (PET) applications, which include time-of-flight (TOF-PET)
measurement capability [35–37].

The BTL will cover the pseudorapidity region up to |η| = 1.48. The fundamental detecting
cell will consist of a thin LYSO:Ce crystal bar of about 5.7 cm in length oriented along the φ
direction in CMS, a width of 3.0 mm along the z direction, and a variable radial thickness. The
properties that make LYSO:Ce suitable for this application are discussed in Section 2.2.1. The
thickness is varied along the barrel length with 3.7 mm for |η| < 0.7; 3.0 mm for 0.7 ≤ |η| ≤
1.1; and 2.4 mm for |η| > 1.1, to maintain an approximately constant slant depth crossed by
particles coming from the interaction point. Each end of the bar will be coupled to a SiPM
whose dimensions will be 3 mm along φ and a variable thickness, chosen to approximately
match the bar’s radial thickness in each|η| interval. The total number of SiPMs will be 331 776.
The readout of both ends of the bar provides two measurements of the time of arrival of a
MIP that are combined to eliminate the effect of the time delay of the light traveling along the
crystal.

The proposed layout has no impact on the upgraded designs and schedules of the ECAL, while
the sharing of the cold volume with the Tracker requires close coordination between the two
projects. The Tracker design has been updated during 2018 with a slightly reduced outer radius
to provide sufficient room for the BTL. The TST structure, with the modifications necessary to
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Figure 1.7: Overview of the BTL showing (left) the hierarchical arrangement of the various
components, bars, modules, and Readout Units, and (right) trays (purple rectangles near the
top), inside the TST.

support the BTL, must be in place before the integration of modules into the upgraded Tracker
(or the BTL) can begin. The BTL has a negligible impact on the performance of the Tracker in the
barrel, and no impact in the endcaps. The momentum resolution changes from δpT/pT = 0.54%
and 0.92% at 10 and 100 GeV with the nominal geometry of the Tracker TDR [4] to 0.548%
and 0.936% with the reduced outer radius, without including BTL hit information in the track
reconstruction. Similarly, a simulation study, with a 4 mm thick LYSO:Ce layer, i.e. thicker
than in the reference design, indicates no significant impact on the performance of shower
reconstruction and energy resolution in the ECAL. Preliminary results discussed in Ref. [8], are
summarized and updated in Appendix D.

SiPMs operate above the breakdown voltage in Geiger mode with a gain of the order of 105.
The over-voltage (OV) produces a dark current that grows as the radiation dose accumulates.
Since dark current increases by roughly a factor of two for each increment of 7–10 ◦C, the SiPMs
will be operated at low temperatures of about −30 ◦C. This results in the need for substantial
cooling power. Because the over-voltage (OV) also controls the photon detection efficiency
(PDE), there is a tradeoff between noise rate and signal size, and therefore time resolution. The
SiPM operation voltage will have to be smoothly decreased during the detector lifetime to limit
the noise level while maintaining good time resolution. The electronics must also be designed
to handle large leakage currents. This is discussed in more detail in Chapter 2.

The BTL is read out by a dedicated ASIC, named the TOFHIR (Time-of-flight, High Rate) chip,
that delivers precision timing information for 32 SiPMs based on discrimination of the leading
edges (LE) of their pulses followed by measurement with a time-to-digital converter (TDC).
In order to achieve high precision, the input to the discriminator has to have a very fast rise
time, dV/dt, which requires a lot of amplification and consequently a lot of power. In this tech-
nique, the amplitude of the pulse also has to be measured to correct the time walk (the varia-
tion of the threshold-crossing time with pulse height). After an exposure to radiation of about
0.7× 1014 neq/cm2 that will be accumulated in an integrated luminosity of about 1000 fb−1,
the power consumption of the BTL is dominated by this dark/leakage current, which must
be compensated by circuitry in the ASIC. Fluctuations in the dark current cause a jitter that
degrades the time resolution and, at high integrated doses, towards the end of HL-LHC oper-
ation, will be the dominant contribution to the time resolution. The dose received by the BTL
is relatively uniform in η so this is a challenge for the entire detector.
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Figure 1.8: Representation of a Readout Unit, which supports 768 SiPMs.

The detector is divided longitudinally into +z and −z end of length 2.6 m, each end consist-
ing of 36 azimuthal segments, which span 10◦ each. Each azimuthal segment has a row of six
Readout Units (RUs), supporting 4608 SiPMs in a unit called a tray. In all, the 72 trays contain
331 776 SiPMs. Services are routed along the tray to the RUs. The ASICs are mounted on front-
end (FE) boards, six ASICs per board, which are connected to their SiPMs via small PCBs or flex
circuits. Four front-end boards plug into a Concentrator Card (CC) that provides low voltage
power, bias voltage, and three low power Gigabit Transceivers (lpGBTs) that carry data and
control signals to and from the ASIC. The ASICs, FE, CC, and associated power supplies con-
stitute the RU, which supports 768 SiPMs. The lpGBT transmits a L1-A from the CMS trigger to
the FE and, on receipt of an L1-A, sends the data from the FE to the back-end electronics in the
CMS Underground Service Cavern (USC). The lpGBT also exchanges control and monitoring
information between the FE and the DAQ.

Figure 1.7 provides an orientation to the BTL and its components. The left side of Fig. 1.7 shows
how the 16 crystal bars are assembled to form modules and how 24 modules are grouped into
an RU. It also has a sketch showing how six RUs populate a tray. The right side of Fig. 1.7
shows the TST and indicates the position of the trays on the periphery.

Figure 1.8 is a representation of a Readout Unit showing four Front End boards each with six
TOFHIR ASICs connecting to the CC. Also shown are the lpGBTs and the DC-DC converters
for the power. The LYSO:Ce bars are visible and the flexible connections from the SiPMs on
their ends to the ASICs can also be seen.
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1.4.2 Overview of the Endcap Timing Layer

The endcaps will be instrumented on each side (±z) of the interaction region (IR), with a her-
metic, two-disk system of MIP-sensitive silicon devices providing two hits per track with ex-
cellent time resolution. The two hits are needed to achieve the desired time resolution. Each
pair of disks is located between the CE and the end of the Tracker, about 3 m from the IR and
covers an annular region, 315 < r < 1200 mm, corresponding to a pseudorapidity acceptance
of 1.6 < |η| <3.0. Each disk has silicon devices on both faces to cover the whole area without
cracks or gaps for readout electronics and services. The longitudinal space allowed for the ETL
is about 45 mm. The choice for this placement within CMS (as opposed, for example, to placing
the ETL inside the TST or CE) is determined by the necessity to ensure its accessibility through-
out the HL-LHC operation because it is subject to high radiation dose and may need repairs or
upgrades. It follows that the ETL must occupy its own independent, thermally isolated volume
mounted on the nose of the CE detector. To facilitate maintenance, the disks are split down the
center vertically so that they form a ”clam shell” around the beam pipe and can be removed
and reinstalled during a typical, or perhaps somewhat extended, Technical Stop without the
need to remove the beam pipe. For each ETL endcap, the active sensor area (sum of both disks)
is about 7.2 m2 and the total weight is 280 kg.

As shown in Table 1.3, the radiation dose for the ETL is much greater than for the BTL and
highly non-uniform in η. The SiPM technology selected for the BTL does not have sufficient ra-
diation tolerance to work over most of the η range of the ETL. Therefore, the ETL will use
planar silicon devices with internal gain. The design uses Low Gain Avalanche Detectors
(LGAD) [27, 28], which are also under consideration for a fast-timing layer in the very for-
ward region (2.4 < |η| < 4.8) of the ATLAS experiment [38]. The LGAD sensors have intrinsic
gain of 10–30 provided by a special implant, which helps to overcome capacitance and other
noise sources and achieve a low-jitter fast-rising pulse edge that enables precision timing re-
construction for MIPs. Sensors with a 50 µm active region, within a normal 300 µm thick silicon
wafer, and a thin implanted gain layer are expected to provide the desired performance. Radia-
tion tolerance studies demonstrate a resolution of about 30 and 50 ps at fluences corresponding
to |η| ' 2.5 and 3.0, respectively, at the end of the HL-LHC operation. Achieving good time
performance at low-gain requires cell sizes typically less than 2 mm2, to limit the sensor ca-
pacitance. Therefore, the LGAD solution requires a large number of sensor pads to cover the
full area of the endcap. The design calls for a module which is a 16×32 array of square LGAD
pads of 1.3 × 1.3 mm2, giving an overall size of 21 × 42 mm2. Each module is read out by two
ASICs, called Endcap Timing Readout Chips (ETROCs), each with dimensions approximately
20 × 20 mm2 and each processing signals from a 16×16 submatrix. The sensor unit size will
be larger than the chip size so that the two ETROCs can be bump-bonded to it. The readout
chip uses timing of the leading edge of the pulse from the LGADs and contains amplifiers and
discriminators followed by circuits to measure the Time-of-Arrival (TOA) of each particle and
Time-over-Threshold (TOT) to measure the pulse height for time walk correction. The total
number of 1.3 × 1.3 mm2 pads is about 4×106 per end in z, requiring about 16 000 ETROCs
per end. A group of readout chips communicates with an on-detector board, called the service
hybrid, that reads out the ETROCs on receipt of a Level-1 trigger and sends the data to the USC
or further processing. The service hybrid also supplies DC power, bias voltage, communica-
tions (slow and fast control), and monitoring to the ETROCs. The service hybrid contains two
boards, a readout board and a power board.

Figure 1.9 presents a view of the ETL along the beam at 3 m on one side of the IR. There is a
mirror image on the other side of the IR. Shown are two half-disks with sensors on both faces
of each disk. Visible are the LGADs (shown as small grey squares) and the service hybrids,
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Figure 1.9: Cross-sectional view of the endcap timing layer (ETL) along the beam axis. The
interaction point is to the left of the image. Shown are two ETL disks populated with modules
on both faces, along with the support structure. The grey sections are the active areas of the
modules with LGAD sensors. Each orange bar represents a service hybrid. The neutron mod-
erator, labelled 9, whose purpose is to shield the Tracker from back-scattered particles from the
CE, and thermal screen of the CE, labelled 12, follow the ETL. The independent thermal screen
of the ETL, labelled 1, is on the left.

shown as orange bars, which read out the signals from the front end ASICs and bring low
voltage power for the ASICs and bias voltage for the LGADs. The LGADs on one face of a
disk line up with the service hybrids of the other face so that the whole disk is covered with
active elements. Figure 1.10 shows schematically the data path from the sensors, through the
ETROCs and service hybrid to the backend electronics in the CMS USC.

1.4.3 The clock distribution system

A stable, low-jitter clock distribution network at the sampling clock frequency and synchro-
nized to the LHC bunch-crossings is required to retain the resolution of the timing detectors. A
comprehensive R&D effort is ongoing to achieve an rms jitter of 10–15 ps, including short-term
and long-term detector-wide (link-to-link) stability.

In tests using a simplified distribution tree, the current Versatile Link (VL) framework with
GBTx and VTRx has shown that it is capable of providing a sub-10 ps jitter LHC clock to end-
points. However, a more complete clock distribution network, with many more boards per
crate and multiple crates, sending signals over a much wider area may deliver a less stable clock
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Figure 1.10: Overview of the ETL detector focusing on the data path. The diagram shows the
signal flow from the LGAD sensors through the ETROC chips, the data transmission through
the service hybrid (shown as blue bar) , the connection to the central DAQ via its bidirectional
links, and the connection to the DAQ and DTH board.

with higher rms jitter at the front end ASICs. In addition, the impact of radiation on the lpGBTs
may also result in increased jitter. Therefore, components of the current clock distribution
network within the Trigger and Clock Distribution System (TCDS) and VL framework are being
extensively characterized to define possible improvements for future clock distribution systems
in CMS.

Two alternative schemes are being investigated and developed to achieve a clock distribution
network with a jitter that is low enough so that it does not contribute significantly to the overall
time resolution of the MTD and other precision timing systems in CMS:

• In the baseline approach, the upgraded VL+ framework with lpGBT and TCDS2 as
well as the Passive Optical Network components [39] are expected to provide the
necessary performance. An encoded clock will be transmitted to the on-detector
readout electronics together with the fast-control and trigger signal via the bidirec-
tional DAQ links. The phase locked loop (PLL) in the lpGBT is expected to filter
the high frequency noise, while lower frequency jitter and phase instabilities will
require dedicated monitoring and correction.

• If the baseline clock distribution scheme fails to meet the precision timing require-
ments, an independent high precision clock distribution path will be pursued. In
this scheme, the sampling clock will be distributed directly to the detector readout
electronics by a dedicated precision clock distribution node in the back-end electron-
ics and an on-detector radiation-hard clock fan-out ASIC, which is currently being
specified.

The MTD design and the front-end boards are devised with a sufficient number of dedicated
optical links to accommodate either option.

The initial alignment of phase offsets from channel to channel and their slow variations over
time will be determined from minimum bias events. The method is described in detail in
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Appendix C and can be performed with good precision using only tens of seconds of collisions.

1.4.4 Supporting Systems

Many other systems besides the precision clock are required to configure, control, monitor,
and read out the BTL and the ETL. These include power for the digital electronics and for the
front-end photodetectors; power delivery systems such as DC-DC converters and filters; I/O
chips, in particular the GBT chip set and Versatile Link hardware designed for use in LHC
experiments by CERN; the back-end electronics and interface to the CMS DAQ, implemented
on an Advanced Telecommunications Computing Architecture (ATCA) platform; the Detector
Control System (DCS); and the Detector Safety System (DSS). Most of these are common to the
BTL and ETL and they are described in the Chapter 4 on Common Systems.

One major component that is common to the CMS Tracker, CE, and the MTD is the Cooling
System, designed to provide temperatures of at least −30 ◦C, based on a two-phase system us-
ing CO2. This system is provided by CERN and will also be used by other CERN experiments.
It is described only briefly in this TDR but the cooling requirements of the BTL and ETL are
presented in detail in their individual chapters and summarized in Chapter 4.

1.4.5 Possible use of the MTD in the Level 1 Trigger

The use of the information from the MTD may enable CMS to trigger more efficiently on long-
lived particles and reduce trigger rates on some topologies. While the participation of the
MTD in the L1-Trigger decision is not included in the MTD baseline design, this option is
being considered within the collaboration. A thorough evaluation and a positive acceptance of
a Level-1 timing trigger proposal can only be made within the context of the CMS trigger TDR
studies (Q1 2020), including considerations on the physics case, the optimization of bandwidth
allocations, the impact on the Level-1 Trigger System, links, and back-end boards. In this TDR,
we include a discussion of the technical changes that would be needed to the MTD hardware
to keep open the possibility for use in the Level-1 Trigger. We assess the risks, the decision
points and the cost impacts of the changes that would be required in the front-end, in order to
inform future decisions, should a Level-1 timing trigger proposal become mature. While full
readout of the MTD data into the Level-1 Trigger system is not possible because of bandwidth
limitations, it may nevertheless be possible for the MTD to play a role. The readout of MTD
data can be seeded by a Level-0 request from the Tracker, Muon or the Calorimeter triggers
and the amount of data transferred upon a Level-0 signal can be reduced by transferring only
data from a region of interest (ROI) based on the Level-1 seed. The Level-0 Trigger would
be formed only after the partial information from the Level-1 system became available, which
could have a latency as long as 6 µs, if information from the Level-1 Track Trigger is used but
could come sooner if only the muon detector and the calorimetry are used. The amount of
data must be controlled to meet the bandwidth capabilities of the ASIC and other front end
processing cards. The time to extract and deliver the MTD data for use in the late stages of
the formation of Level-1 would still be adequate given the 12.5 µs overall Level-1 latency. The
MTD Level-1 trigger information can be formed in the off-detector electronics from the data
from the ROIs.

The physics goals and the concept of the use of the MTD in Level-1 triggering will be discussed
in Chapter 4. Because the Trigger TDR is still under development, it is not yet possible to
specify the whole MTD trigger path and its design, but its electronics is housed off-detector in
the USC and the design can be finalized after the Trigger TDR is completed. To maintain the
possibility for the MTD to participate in the Level-1 trigger, the capability to process a Level-0
accept should be included in the frontend ASICs. To minimize risks, this feature should be
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Figure 1.11: Timeline of the MTD project, showing the BTL and ETL detector construction
phases over time though installation and commissioning in 2026.

integrated in the second-to-last iterations of the ASICs, which are scheduled for submission
in November 2019 for BTL and at the end of 2020 for ETL. For this reason, the Level-0 accept
logic is included in the BTL baseline plan, while it will be included in the ETL plan on the
condition that a Level-1 timing trigger proposal will be presented with the CMS Trigger TDR
at the beginning of 2020. Because of bandwidth and power limitations, constraints should
placed on the Level-0 trigger that will limit the amount of Level-0 data that can be delivered
and the type of selections that can be implemented. A Level-0-accept rate of the same order of
the Level-1-accept trigger can be implemented and it would double the bandwidth required,
the number links, fibres, and associated costs. This decision can be postponed to after the
Level-1 Trigger TDR. The physics case for using the MTD in the Level-1 Trigger must be made
and must be based on a hardware design that satisfies all of these constraints. Some recent
results are shown in Appendix E.

1.5 Guide to the remainder of the TDR
This introduction has provided an overview of the MTD project, its motivation and scientific
goals, the technical requirements and constraints it must satisfy, and a brief presentation of the
proposed detector. The remainder of the report presents in detail the design of the detector
and the demonstration of its physics potential. Chapters 2 and 3 present, respectively, the de-
sign of the BTL and ETL. Chapter 4 describes electronics components and supporting systems
common to both, including the data acquisition system and data links; the clock distribution
system; Level 1 Trigger options; systems for Detector Control (DCS) and Detector Safety (DSS);
and the cooling system. Chapter 5 presents the current status of our simulation studies of the
use of precision timing in track and vertex reconstruction, particle isolation, jet and pmiss

T recon-
struction, and benchmark physics measurements and searches. The cost, schedule, and project
organization are given in Chapter 6.

A high-level schedule for the construction of the MTD is given in Fig. 1.11, which shows the
timeline for the BTL and ETL. For the BTL, installation into the TST must occur not later than
the end of 2023 and the beginning of 2024 so as not to interfere with the Tracker installation.
However, the schedule has the installation slated to begin in January 2023. Both options are
shown in the figure. The ETL can be installed on the nose of the CE either on the surface or
when it is installed in the experimental cavern so it can be installed somewhat later. Some
important milestones are shown, namely the submission of this TDR and the Engineering De-
sign Reviews (EDR) for the BTL and ETL separately. The various phases of the project are
also shown, including design, engineering, prototyping, pre-production, production, integra-
tion, and installation. For the BTL, the Tracker installation and integration period, which has a
major impact on the schedule, is also shown.

There are five appendices giving additional technical details, first on the radiation environment
for the MTD at the HL-LHC; then the BTL; the ETL; the alignment, time synchronization, and
monitoring for both the BTL and ETL; and finally a brief discussion of performance of the
proposed Level 1 Timing Trigger. At the end of the TDR, there is an extensive glossary of terms
used in the document.



Chapter 2

The Barrel Timing Layer

2.1 Overview and principle of operation
The Barrel Timing Layer is a cylindrical detector with a surface of about 38 m2. It is designed
to detect MIPs with time resolution of 30 ps at the beginning of HL-LHC operation and a
luminosity-weighted resolution of 40–50 ps. The BTL is located between the ECAL and the
Tracker with an inner radius of 1148 mm and and outer radius of 1188 mm, as shown in Fig. 2.1.
It provides a coverage up to |η| = 1.48 with an acceptance for muons of pT > 0.7 GeV of
about 90%, limited by the supporting rails of the Tracker and small dead areas between sensor
modules.
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Figure 2.1: BTL integration within CMS.

The sensitive elements consist of Lutetium Yttrium Orthosilicate crystals doped with Cerium
((Lu1−xYx)2SiO5:Ce, abbreviated as LYSO:Ce). The crystals are shaped in a bar-like geometry
of 57 mm length, 3.12 mm width and an average thickness of 3 mm read out by a pair of SiPMs,
one at each end, matching the size of the crystal end face for optimal light collection. The choice
of this crystal geometry minimizes the SiPM area with respect to the crystal sensitive volume,
limiting power consumption and channel count, without loss of light collection efficiency. This
is enabled by the light propagating in total internal reflection mode within crystals of such high
aspect ratio. This sensor layout exploiting double-ended readout also provides uniform time
response across the surface, tracking capabilities and redundancy of time measurements per

23
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Table 2.1: Summary of the BTL modularity and channel count. The number of items in each
module, readout unit and tray are shown.

Module RU Tray Total
Channels (SiPMs) 32 768 4608 331776
Crystals 16 384 2304 165888
ASICs 1 24 144 10368
Modules - 24 144 10368
Readout units (RU) - - 6 432
Trays - - - 72

Table 2.2: Optimization of BTL sensors as a function of η. Crystal thickness and SiPM area
adapted to maintain uniform time resolution and minimize crystal volume and silicon area.

|η| region 0–0.7 0.7–1.1 1.1–1.48
Readout unit ID within tray 1–2 3–4 5–6
Crystal thickness, t [mm] 3.75 3.0 2.4
〈tslant〉 [mm] 4.0 4.3 4.6
SiPM active area [mm2] 11.2 9.0 7.2
〈Φtot

neq(3000 fb−1)〉 [cm−2] 1.65× 1014 1.75× 1014 1.85× 1014

crystal. The area of a single crystal represents the optimal trade off between channel count and
sensor performance. In particular, the chosen granularity provides an average occupancy of
the detector cells at pileup 200 of about 7%, thus limiting the probability of double hits within
the same cell during a bunch crossing. Such occupancy also maintains a negligible impact of
pileup effects from previous bunch crossings on time resolution, considering the scintillation
decay time.

As illustrated in Fig. 1.7, the longitudinal axis of the crystal bars is oriented along the φ direction
within CMS. Crystals are grouped in modules of 1× 16 (φ × z) each involving 32 SiPMs and
thus 32 readout channels, covering a rectangular area of about 60× 52 mm2. Such modules
are arranged in a matrix of 3 × 8 to constitute one readout unit with an approximate size of
184× 413 mm2. Six of such readout units are then used to fill a tray covering the half length
of the BTL cylinder, so that 2 trays cover the full length of 2480 mm. A total of 72 trays allows
to instrument the entire surface of the detector. The total channel count (i.e. number of SiPMs)
is thus 331 776 and the number of crystal bars is 165 888. The BTL geometry and modularity
was previously illustrated in Fig. 1.7 and is summarized in Table 2.1. Further mechanical and
integration details are presented in Section 2.4.

The thickness of the crystals along the detector z axis is optimized to limit the amount of mate-
rial in front of the CMS ECAL to be as small and uniform as possible (<0.4X0, where X0 is one
radiation length) so as to have a negligible impact on the ECAL energy resolution. In particu-
lar, three detector regions are defined as a function of the η range featuring a crystal thickness
decreasing from 3.75 to 3.0 and 2.4 mm. Similarly the SiPM active area will be reduced from
about 11.2 to 9 and 7.2 mm2. This minimizes the rate of noise counts in the SiPMs (which scales
with the SiPM active area) while maintaining the maximum light extraction from the crystal
and compensates the small, ∼20%, non-uniformity in radiation level expected within the BTL
pseudo-rapidity range, as shown in Fig. 2.2. Table 2.2 summarizes the optimization of the sen-
sor specifications for each of these regions, illustrating the leveling of performance achieved
with this approach.

As stated above, the fundamental detecting element of the BTL will be a thin LYSO:Ce crystal
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Figure 2.2: BTL layout parameters along detector axis z: slant thickness and radiation length
(left), SiPM area and radiation levels (right).

bar coupled to a pair of SiPMs. A minimum ionizing particle traversing the crystal volume
will produce a number of optical photons along its track proportional to the crystal light yield
(LY) defined as the number of photons generated per MeV of energy deposit. A fraction of
the photons will be detected at each SiPM. Detected photons will be converted to photoelec-
trons and amplified by the SiPM, operated with a gain of O(105), to generate an electrical signal
that can be discriminated and digitized to obtain a measurement of the time at which the MIP
crossed the detector, referred to as the “time stamp”. Along this detection chain several effects
can introduce stochastic and systematic fluctuations that lead to a degradation of the detector
time resolution. The time resolution per track, from the combination of two independent mea-
surements at the two ends of the crystal with a common clock jitter, is given by the sum in
quadrature of the following terms:

• CMS clock distribution: 15 ps;

• Digitization: 7 ps;

• Electronics: 8 ps;

• Photo-statistics: 25–30 ps;

• Noise (SiPM dark counts): negligible at startup, 50 ps after 3000 fb−1;

summarized in the equation:

σBTL
t = σclock

t ⊕ σ
digi
t ⊕ σele

t ⊕ σ
phot
t ⊕ σDCR

t . (2.1)

Each of these terms is discussed in more detail in their respective paragraphs, and their relative
contributions to the overall time resolution are summarized in Fig. 2.3. Time jitter from the
electronics and time digitization effects have a negligible impact on the overall time resolution.

The timing performance drivers are the photo-statistics and the noise term, thus major R&D
efforts have been spent on their optimization. The contribution from photo-statistics is related
to the stochastic fluctuations in the time-of-arrival of photons detected at the SiPM, and its
scaling with respect to key BTL parameters is summarized by the equation:

σ
phot
t ∝

√
τrτd

Nphe
∝

√
τrτd

Edep · LY · LCE · PDE
, (2.2)

where τr and τd are respectively the rise time and decay time of the scintillation pulse which
for LYSO:Ce are about 100 ps and 43 ns respectively. The energy deposited by a MIP in a thin
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Figure 2.3: Left: Evolution of different terms contributing to the BTL time resolution as a func-
tion of integrated luminosity. The two time measurements from the SiPMs at the opposite ends
of a LYSO:Ce crystal bar are combined in a single measurement. The curves are calculated for
the SiPM type HDR2-015 from Hamamatsu. Right: Comparison of the evolution of BTL time
resolution at different temperatures for the nominal radiation level and for a safety margin
of 1.5. The performance degradation caused by an increase of the 1 MeV neutron equivalent
fluence of a factor 1.5 can be offset by lowering by 5 ◦C the operating temperature.

LYSO:Ce crystal, Edep, features a Landau distribution with the most probable value (MPV) of
0.86 MeV/mm. The number of photoelectrons, Nphe, scales linearly with the energy deposited
and the crystal LY which are determined by the crystal thickness and scintillation properties. It
also scales linearly with the light collection efficiency (LCE), i.e. the probability that a photon
reaches the SiPM without escaping from lateral faces or being absorbed within the material
and with the Photon Detection Efficiency (PDE) of the SiPM. These parameters have driven
the optimization of the sensor layout (crystal and SiPM configuration). In the BTL crystals,
a MIP deposits an average energy of 4.2 MeV including the path length for bending tracks
within the LYSO:Ce volume. With a LCE of 15% and PDE of 20%, a total signal of about 5100
photoelectrons at each SiPM is expected for a MIP.

The contribution due to the noise term scales with the dark count rate (DCR) in the SiPM
proportionally to

√
DCR/Nphe. The magnitude of the DCR increases with integrated lumi-

nosity due to radiation damage creating defects in the silicon, and depends on several factors
discussed in more detail in Section 2.2.2, including the operating temperature, the annealing
scenario during shutdowns, and the specific SiPM technology.

The breakdown voltage of the SiPM, Vbr, is defined as the bias voltage that leads to self-
sustaining avalanche multiplication and is thus the minimum voltage required to properly
operate the photodetector. Since the Vbr can vary slightly in different devices and during the
detector lifetime (because of radiation effects) the relevant parameter used in the following to
define the SiPM performance is the over-voltage, OV = Vbias − Vbr, i.e. the voltage difference
between the applied bias voltage and Vbr.

Both PDE and DCR increase with the OV, showing a SiPM-dependent behavior presented in
Section 2.2.2. Therefore, the operating OV of the SiPM will be adjusted during the detector
lifetime within a range of about 3.5 V, to maintain the optimum time resolution. In particular
the over-voltage will be decreased gradually from 3.5 V to about 1.2 V to maintain the DCR
within an acceptable level of 35–55 GHz (SiPM dependent). Lowering the over-voltage will
also cause the PDE to decrease from about 38–27% down to 24–13% (SiPM dependent). Both
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parameters will determine the evolution of the detector performance at the optimum operating
voltage as shown in Fig. 2.3.

Uncertainties related to the sensor properties, ASIC performance and radiation levels are dis-
cussed in Appendices A and B. To account for these uncertainties a safety margin of 1.5 is used
on top of the nominal radiation level predicted for 3000 fb−1 to qualify the radiation tolerance
of the sensors. The chosen safety factor is such to allow the SiPMs to be operated close to the
optimal over-voltage without exceeding the power budget, thus in a regime where the time res-
olution degrades linearly with the integrated luminosity. Two possible approaches to reduce
the magnitude of DCR, dominating the timing performance, are discussed in Appendix B. One
is shown in the right plot in Fig. 2.3 how the performance degradation caused by an increase
of the 1 MeV neutron equivalent fluence of a factor 1.5 can be offset by lowering by 5 ◦C the
operating temperature.

2.1.1 BTL sensors performance in test beam

BTL sensor prototypes have been tested and characterized at the test beam facilities of CERN
and Fermilab. The test beam facilities provide high energy pions or protons which serve as
a well calibrated source of minimum ionizing particles. A Micro Channel Plate (MCP) with
time resolution of about 16 ps has been used as timing reference. More details on the test beam
instrumentation are reported in B.II. Crystal bars with dimensions of 3× 3× 50 mm3 have been
instrumented with 3× 3 mm2 SiPMs of 15 µm cell pitch from Hamamatsu (S12572), which is
one of the BTL SiPM candidates discussed in Section 2.2.2. The SiPMs were optically coupled
to the crystal using Meltmount glue of refractive index n = 1.58 and the crystals were wrapped
with Teflon. Similar optical conditions will be used in the detector elements as discussed later
in Section 2.2.

The spectrum of energy deposited by a MIP has a Landau shape due to stochastic fluctuations
within a thin crystal, as shown for example in Fig. 2.4. The signal amplitude at a single crystal
end (left and right with respect to the incoming beam at normal incidence) has a maximum
25% variation along the entire crystal length as shown in Fig. 2.4. The total light extracted
along the crystal, however, is rather constant (better than 10%), since it is given by the sum of
left and right and this results in a time resolution that is uniform along the crystal, since global
fluctuations from photo-statistics are of the same magnitude.

Since a fixed discrimination threshold is used to extract the time stamp, a time correction for
amplitude variations (time-walk) is required to achieve the optimal time resolution. A typical
curve parameterizing this effect is shown in Fig. 2.5. The contribution to the time resolution
from the time-walk correction is below 10 ps for a precision on the amplitude measurement of
better than 5%, as shown in the right plot of Fig. 2.5. Both the left and right SiPM time stamps
are thus corrected for time-walk before being averaged to obtain the global time stamp.

The time stamp obtained from each SiPM exhibits a position dependence behavior, illustrated
in Fig. 2.6, from the propagation time of optical photons within the crystal. The average of the
two time stamps, tave = (tleft + tright)/2, provides a uniform time stamp along the entire bar, as
shown in Fig. 2.6, and is thus the correct estimator of the time of arrival of the MIP, providing
the optimal time resolution. The difference between the two time stamps, tdiff = tleft − tright,
represents a variable strongly correlated with the impact point of the MIP along the length of
the bar and thus provides tracking information with a spatial resolution of about 3.5 mm for a
time resolution of 30 ps. The spatial resolution depends on the coefficient of the linear curve,
kslope, in Fig. 2.6, as σx = 2σt,ave/kslope. The slope of this curve, about kslope = 17 ps/mm, is
consistent with twice the reciprocal of the light speed in LYSO:Ce (1/v = n/c ∼ 6.1 ps/mm,
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Figure 2.5: Left: the difference of the time stamp from the SiPM and the reference time pro-
vided by the MCP is shown as function of the SiPM signal amplitude and defines the typical
time-walk correction curve. Right: a precision on the amplitude measurement better than 5%
is sufficient to have an efficient time-walk correction (contributing to less than 10 ps in quadra-
ture).

with n = 1.82), indicating that photons with a quasi-direct path to the SiPM, i.e. within the cone
of total internal reflection, determine the time response. This cone is defined by a maximum
angle of 56.5◦ with respect to the normal to the crystal end face.

The time resolution along the bar as measured in the test beam is reported in Fig. 2.7 for the two
SiPMs individually and for the average time stamp. The combination of the two SiPM mea-
surements improves the overall time resolution by a factor

√
2 since the dominant stochastic
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Figure 2.6: Left: time stamp from the left and right SiPMs and average time stamp, tave, as a
function of the impact point X along the crystal bar axis. Right: difference between the two
time stamps, tdiff.

fluctuations from photo-statistics and DCR are uncorrelated for the two SiPMs.

For a bias voltage of 72 V corresponding to a PDE of 37% and a discrimination threshold of
100 mV (equivalent to about 10 photoelectrons), a time resolution of 43 ps at each SiPM and
30 ps for the combined time stamp is achieved according to expectations. A scan of bias volt-
age and discrimination threshold is shown in the right plot of Fig. 2.7. At lower OV the time
resolution degrades with the expected behavior of 1/

√
PDE down to 38 ps for a bias voltage

of 69 V corresponding to about 2.7 V over-voltage where the PDE is about 22%. The threshold
scan in the range 60–500 mV shows that above the threshold of 100 mV the time resolution is
approximately constant for up to a factor 5 larger threshold. Below 100 mV for small signals
(69 V) the noise from the electronics starts to deteriorate the time resolution.

As a large fraction of particles produced by LHC collisions at CMS will impact the crystal bar at
non-normal incidence, we measured the dependence of the time resolution on the MIP impact
angle, θ, with respect to the normal to the bar axis. The time resolution measured as a function
of the slant thickness, tslant = t/ cos θ, is shown in Fig. 2.8 in which the angles used were
θMIP = 0, 45, 60 and 80◦. This set of angles spans the entire range of slant thicknesses expected
for both MIPs in the high-η region of the barrel (θz

max ∼ 64◦) as well as low pT (∈ [0.7− 2.0] GeV)
charged particles that are strongly bent by the magnetic field and can thus cross the crystal
with an angle up to θ

φ
max ∼ 80◦. While the energy deposit increases linearly with the slant

thickness, tslant, the time resolution improves as σslant
t ∝ t−α

slant with α ∼ 0.35. This behavior can
be explained as the combination of a larger number of photons, which improves the stochastic
fluctuations with the square root behavior, and the fact that the photons are produced across a
longer track thus leading to a slower the rise time of the pulse. From this consideration, a value
of α < 0.5 is expected. There is a small asymmetry in the performance of the two measurements
depending on their position with respect to the MIP direction. In particular the downstream
measurement performs better than the upstream one, since in the former case the light signal
is compressed by the time of flight of the charged particles, while in the latter it is dilated.
Nevertheless, the combination of the two time stamps improves the overall time resolution
with respect to a normal incidence.
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Figure 2.7: Left: time resolution for the left and right SiPMs and average time stamp tave as a
function of the impact point X along the crystal bar axis. Right: sensor time resolution, tave for
different bias voltages and discrimination thresholds.

Since in the BTL design the bar axis is oriented along the φ direction, it follows that low pT
tracks will be mostly contained within a single bar, while for increased η the signal will be
shared across adjacent bars. This provides an overall better timing performance for the majority
of the charged tracks in BTL that are expected to have low pT. When the signal is shared across
adjacent bars as shown in the drawing of Fig. 2.8, the time stamp from each bar can be combined
with a weight proportional to 1/

√
Edep, where Edep is the energy deposited in a single bar. In

this manner, the overall optimal time resolution is achieved. In the right plot of Fig. 2.8 we
report the results obtained in test beam showing that a MIP signal, with Etot = ∑i Ei, shared
between N bars (with 1 ≤ N ≤ 3), can be effectively combined according to the generalized
formula

tcomb =
∑i witi

∑i wi
, (2.3)

where the weights wi are defined by the fraction of the MIP energy deposited in each bar, Ei.

In part of this study, the particles were impinging with an angle of 45◦ on two adjacent crystal
bars. In this configuration, the MIP deposits only a fraction of its energy in either one bar only
or in both, depending on the impact point. The result is shown in the lower right-hand plot
of Fig. 2.8. The MIP signal is shared between the adjacent crystals for impact point positions
between 19.5 and 20.5 mm. Within this range, the signal is combined with a simple average and
with an energy-weighted average yielding slightly better results. The time resolution achieved
is equivalent to that of a MIP track fully contained in a single crystal (lowest part of blue and
green curves). Data points at Y < 18 or Y > 22 mm, where the time resolution degrades for
MIP tracks only partially crossing either crystal, should be disregarded.

2.1.2 Mitigation of DCR impact on time resolution

A dark count in the SiPM corresponds to a single cell firing due to a thermally generated elec-
tron that initiates an avalanche in the high field region. The rate of dark counts is proportional
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Figure 2.8: Left: the time resolution of the sensor (relative to normal incidence) is shown as a
function of the slant thickness obtained with a bar tilted at angles of 0, 45, 60 and 80◦. The per-
formance of the upstream and downstream SiPM and their combination are shown separately.
The outlying point for the 45◦ run in the upstream channels is possibly due to noise pick up
on the PCB used for that specific angle. Right: the performance of two adjacent bars (relative
to normal incidence) is shown as a function of impact point, Y, of the MIP having an incident
angle of 45◦. Each position features a different energy deposit, Ei, in each bar. The response of
individual bars and their combination by weighting the two time stamps (one combined time
from each bar and thus 4 SiPMs in total) is shown.

to the active area of the SiPM and decreases at lower temperatures by about a factor two every
7–10 ◦C. Radiation induced defects in the silicon structure increase the probability of generating
a thermal electron [40]. Because of the radiation environment in which the barrel timing layer
will operate, the DCR at−30 ◦C will increase up to a level of 35–55 GHz at the end of operation
depending on the SiPM technology. Since the signal produced by a thermally generated elec-
tron and a photoelectron from LYSO:Ce scintillation cannot be distinguished, the dark counts
represent a noise term which overlaps with the true photon signal from a MIP. The random
overlap of these single-electron pulses induces a time jitter proportional to the fluctuation in
number of electrons due to DCR, i.e. proportional to

√
DCR.

Since each avalanche within a cell will generate a signal with a rise time of about 100 ps and a
recovery time of about 10 ns, a dark count will generate a signal tail such that the measurement
of the baseline a few hundreds of ps before the rising edge of the pulse will show a correlation
with the noise overlapping in the signal region. This feature can be exploited to mitigate the
impact of such local baseline fluctuations on the time resolution as previously demonstrated in
Ref. [41]. As discussed in Section 2.3, the front-end electronics is designed to reduce this noise
contribution with an architecture similar to the first stage of a constant fraction discriminator



32 Chapter 2. The Barrel Timing Layer

Figure 2.9: Left: time resolution of the SiPM for different signal amplitudes for DCR = 0 GHz.
Right: additional time jitter due to DCR up to 35 GHz measured by injecting randomly dis-
tributed light on a BTL SiPM (S12572-015C) for a signal of 390 photoelectrons. The beneficial
impact of a DLED-like shaping, h f (t), (blue curve) with respect to standard pulse, f (t), (red
curve) is shown using a delay δt of 500 ps.

(CFD). The signal, f (t), is processed such that the waveform is inverted and delayed and then
summed up with the original pulse resulting in a pulse defined by h f (t) = f (t)− f (t + δt). In
this way the resulting waveform has smaller baseline fluctuations from either DCR or pileup.
The time stamp is then extracted from the pulse using a leading edge discriminator. Such
technique can be referred to as a Differential Leading Edge Discrimination (DLED). Details on
the performance of the full chain, including the crystal, the SiPM, and the front-end ASIC, are
given in Section 2.3.

This strategy has been demonstrated effective in reducing the impact of DCR on time resolu-
tion by a factor ∼ 2 when a delay, δt, in the range of 200–800 ps is used. This is reported in
Fig. 2.9 where a pulsed LED (Light Emitting Diode) is used to generate a photon signal and
another LED is used to illuminate the SiPM with photons randomly distributed in time, thus
emulating dark count noise. The electronics used for the test was designed to reproduce the
signal of the ASIC with discrete components. The LED intensity was first set to a value of
about 390 photoelectrons yielding a time resolution, in absence of DCR, of about 25 ps which is
the expected photostatistic term in BTL. The additional time jitter due to DCR was then mea-
sured by increasing the intensity of the noise from 0 to about 35 GHz. This term scales as
expected with the

√
DCR and with the inverse of the number of photoelectrons in the pulsed

signal, ∝ 1/Nphe. Simulation of the DLED approach for pulse shaping well reproduces the ex-
perimental measurements obtained with the LED and was thus assumed for the extrapolation
of BTL performance in Fig. 2.3. Additional details on the validation of the BTL performance
evolution model are given in Appendix B.

2.2 Active elements
2.2.1 Scintillating crystals

For precision timing purposes in the BTL environment LYSO:Ce crystals represent an opti-
mal candidate compared to other inorganic scintillators because of their high light yield of
about 40 000 photons/MeV, fast scintillation rise time (<100 ps), and relatively short decay
time (∼ 40 ns) as measured in Ref. [42]. The figure of merit for precision timing is the num-
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Figure 2.10: Left: picture of four bare LYSO:Ce crystal bars without wrapping under UV illu-
mination. Right: light output measured from a single end of fully Teflon wrapped LYSO:Ce
crystal bars of different lengths measured with a 137Cs source and a PMT for readout (the light
output value corresponds to the total light extracted at both ends in the BTL sensors).

ber of photons produced within a short time window of about 500 ps from the beginning of
the scintillation signal (early photons), which for LYSO:Ce is about 400 photons/MeV. Given
high density of LYSO (7.1 g/cm3), yielding an energy deposit by a MIP with most probable
value of about 0.86 MeV/mm, about 2000 “early photons” are produced by a MIP in BTL. The
high density of the material has the additional advantage of minimizing the space required by
the scintillator, which is important given the limited space available to BTL within the CMS
TST. Furthermore, LYSO:Ce is non-hygroscopic, thus avoiding any material effect in case of
ambient moisture and it provides scintillation light at a wavelength of 420 nm, matching the
sensitive range of the SiPMs. Lastly, LYSO:Ce is a very commonly used commodity in med-
ical imaging applications, for Positron Emission Tomography (PET), making it a well-studied
material with an abundance of global qualified vendors capable of providing crystals meet-
ing stringent specifications. Several other alternative scintillators were considered for use in
the CMS BTL (plastic scintillators, crystal garnets, etc.), but LYSO:Ce was chosen as the opti-
mum trade-off between performance, radiation tolerance, cost and mass production capability.
Fig. 2.10 shows a picture of the crystal geometry considered for the BTL: elongated bars of
about ∼ 3× 3× 57 mm3.

As outlined in the introduction of this chapter, the choice of a bar geometry is strategic for the
detector optimization since the light collection efficiency in this case relies mostly on optical
photons that are collected within the angle of total internal reflection. It follows that the average
photon path is close to the distance between the impact point of the MIP and the SiPM and that
the light output decreases very slowly for crystal lengths above 50 mm, as shown in Fig. 2.10.

The key feature of LYSO:Ce is its radiation tolerance, which is required for operation without
significant loss of transparency or light output in the high radiation environment until the end
of HL-LHC operation. The relevant particle fluence connected to radiation damage effects in
crystals is the one from charged hadrons (e.g. protons) above 20 MeV that can cause displace-
ments in the crystal lattice. The change of transparency measured on a LYSO:Ce crystal bar
irradiated with 24 GeV protons to a fluence of 2.5× 1013 cm−2, which is above the integrated
level expected for BTL including the safety margin, is shown in Fig. 2.11. A negligible loss of
transparency, T, is measured along the 50 mm long bar corresponding to an induced absorp-
tion coefficient, µind = 1/L · ln(Tbefore/Tafter) of 0.5 m−1 at 420 nm, where L is the length of the
crystal probed with the spectrophotometer. To confirm that this change has negligible impact
on the performance, the signal amplitude and time resolution of an irradiated bar was com-



34 Chapter 2. The Barrel Timing Layer

Wavelength [nm]
200 300 400 500 600 700 800

T
ra

ns
m

is
si

on
 [%

]

0

10

20

30

40

50

60

70

80

90

100

before irradiation

after irradiation

LYSO:Ce bar (50 mm length)

2− 1.5− 1− 0.5− 0 0.5
[ns]0t-t

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

C
ou

nt
s

4 ps±= 113 tσnon irr - Teflon - 

4 ps±= 112 tσirr - Teflon - 

-rays from Na22 sourceγTime resolution with 511 keV 

Figure 2.11: Left: transparency curve measured across a 50 mm long LYSO:Ce crystal bar,
before and after irradiation with 24 GeV protons to a fluence of 2 × 1013 cm−2. Right: time
resolution, measured with 511 keV γ-rays, of a crystal bar before and after irradiation.

pared with those of a non-irradiated bar using a 22Na source in laboratory. The time resolution
obtained is the same and the signal uniformity along the bar is mostly unchanged, confirm-
ing a negligible attenuation of the light signal. Extensive radiation tolerance studies have been
performed on Cerium doped LSO and LYSO crystals produced by a variety of manufacturers.
The results consistently showed an excellent radiation tolerance to both hadron fluences and
ionizing radiation to levels beyond the requirements of BTL [43–48].

Wrapping of individual crystals within an array is mandatory to provide optical isolation of
each channel and avoid light cross-talk from one channel to another. Its absence would oth-
erwise increase the detector occupancy. The choice of the wrapping can also affect the overall
light collection efficiency and consequently the time resolution of the sensor. Dedicated labo-
ratory measurements with radioactive sources have been performed to study the influence of
different wrapping materials on the LCE and time resolution. The results reported in Fig. 2.12
demonstrate that the impact of the wrapping material is limited as long as an air gap is main-
tained between the crystal surface and the reflective layer. The light collected at the SiPM is
indeed the light within the angle of total internal reflection explaining the limited increase of
light output when the crystal is wrapped (except close to the SiPM end). Similarly the time res-
olution is not significantly affected by the wrapping choice since mainly photons with a short
optical path to the SiPM influence the timing capabilities. The baseline choice of wrapping ma-
terial is thus ESR foils (Enhanced Specular Reflector Vikuiti by 3M), which can provide a thin
and radiation tolerant solution matching the specifications for the crystal array.

2.2.1.1 Crystal technical specifications

The LYSO:Ce crystals are mass produced by a large variety of vendors. While the overall prop-
erties are usually very similar, some differences from vendor to vendor are observed. Based on
the measurements performed on the crystals from a few vendors and the goal of the experiment
to optimize the timing performance of the detector, the specifications for the BTL LYSO:Ce
crystal have been determined and are presented in Table 2.3. The rms spread in parameters ac-
ceptable on large quantities of crystals is also reported in the table when pertinent and needed
to maintain the impact on time resolution to less than 5%.

To this extent, a key parameter is the light output measured at each end of the crystal, which
should be larger than 6000 photons/MeV. The light output should be measured on a crystal
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Figure 2.12: Comparison of the signal amplitude (left) and time resolution (right) as a function
of source position along bar axis measured in the laboratory with a 22Na source for a naked bar,
a bar wrapped with Teflon layers and a bar within an array with ESR foils (Enhanced Specular
Reflector Vikuiti by 3M) in between channels.

Table 2.3: Specifications of scintillating properties, radiation tolerance requirements and geo-
metrical tolerances for BTL LYSO:Ce crystals. The radiation tolerance requirement has to be
met after an integrated irradiation to the levels of hadron fluences and ionizing doses indicated
in Table 1.3.

LYSO:Ce crystal parameter Specification Spread (rms)
Light output / end > 6000 photons/MeV < 5%
LY(10ns)/LY(200ns) > 20 % < 3%
LY(200ns)/LY(2000ns) > 95 % < 3%
Decay time < 43 ns < 3%
Rise time < 200 ps < 3%
Density > 7.1 g/cm3 < 2%
Refractive index 1.82 –
Radiation tolerance
Loss of light output < 5% < 5%
Induced absorption coeff., µind < 3 m−1 < 5%
Dimensions Specification Tolerance
Length [mm] 57.0 +0.00/−0.03
Width [mm] 3.12 +0.00/−0.03
Height [mm] 3.75 / 3.0 / 2.4 +0.00/−0.03
Surface polishing < 15 nm

bar of the nominal dimensions with Teflon wrapping and by having a SiPM glued at each end
so that light is shared among the two sides as in the final detector configuration.

Another key parameter is the time distribution of scintillation photons that should feature a
short rise and decay time with negligible number of photons emitted after 200 ns. In particular
it is envisioned to monitor this property of the crystal by mean of gated light yield measure-
ments, in which the ratio of light emitted within different time intervals is measured to quantify
the scintillator time constants as reported in Table 2.3. The density of the material defines the
amount of energy deposited by a MIP and thus should not be lower than the value specified in
the table. This sets a limit to the maximum amount of Yttrium that can be used in the Cerium
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doped Lutetium orthosilicate compound (Lu1−xYx)2SiO5 to 20%.

All the specifications should be met at the BTL nominal operating temperature of −30 ◦C. The
light output of LYSO:Ce crystals at this temperature has been measured and showed an in-
crease of about 5% with respect to room temperature due to a lower probability of non-radiative
recombination of electron-hole pairs. The change in light output due to the increase of light ab-
sorption induced by radiation damage should be below 5%. For the crystal bar geometry this
corresponds to an induced absorption coefficient µind < 3 m−1, as measured on LYSO:Ce crys-
tals from several vendors after irradiation to fluences and doses expected for BTL or higher [43–
45].

The dimensions of the crystal bars are specified for the three different thicknesses that will be
used across the detector and tolerances are indicated to pose no threat to the assembly of the
modules and coupling to the SiPMs. All crystal surfaces must be polished to a degree of optical
quality with Ra < 15 nm to guarantee acceptable light collection by total internal reflection.
The plans for quality control of the crystals and matrices are discussed in the next section.

2.2.1.2 Crystal quality control

The LYSO:Ce crystals will not be customized, relative to what is typically produced by ven-
dors. The polishing of the crystals will be done by the vendor who will also provide packaged
arrays of crystals ready for assembly, as discussed later. In an initial, non-binding call for
quotes, we have addressed about 10 LYSO:Ce manufacturers. The qualification of the vendors
will be performed in 2019 and will include a thorough validation of the vendors’ products.
The measurement campaign, aiming at identifying the manufacturers able to produce crystals
that best meet the requirements in Table 2.3, will start in spring 2019. Samples of crystal bars
and crystal arrays from different producers will be fully characterized in the laboratory by the
following steps:

• Light output and energy resolution with 511 keV photons;

• Time resolution with cosmic rays and with 511 keV photons;

• Decay time;

• Optical isolation of crystals within the array;

• Measurement of the dimensions with a precision of O(10 µm). Planarity of the arrays
will be computed by measuring all the crystals of the array at different positions
along the crystal axis.

Furthermore, a subset of the crystal samples will be irradiated with photons and neutrons to
check the radiation tolerance. Samples will be irradiated to the integrated ionizing dose of
25 kGy, corresponding to the BTL radiation levels at 3000 fb−1. Measurements of light yield
and time resolution before and after irradiation will be used to assess the radiation tolerance
of the elements. Characterization activities will take place throughout the whole of 2019; then
a tender for LYSO:Ce arrays pre-production, corresponding to few percent of the full quantity
needed for the BTL, will be prepared.

A pre-production step foreseen in early 2020 and involving 2–3 vendors will allow the selection
of the optimal vendor and reduce the additional QA/QC that must be performed at the produc-
tion stage. During the production stage, a QC sampling of crystals from each production batch
is not excluded (depending on the outcome of the pre-production run). If deemed necessary
this batch testing will include detailed measurements of the scintillation and radiation hard-
ness properties on only one or two crystal samples per production batch. These tests serve as a
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quality control, and the acceptance rate is expected to be very high. The parameters measured
in the batch sample testing are assumed to be sufficiently stable within one batch as crystals
will come from the same crystal ingot, being the monolithic crystal block from which samples
are cut out. Such samples are thus subject to the same growth conditions and quality of the
raw material. The selection of a reliable vendor following the qualification and pre-production
steps could exclude the necessity of this sampling test. For each crystal array, we will perform
a measurement of the dimensions to make sure they match the requirements. This step can be
integrated into the gluing procedure with a pick-and-place robot. The matrices not conforming
to the tolerances, whose fraction is expected to be at the 1% level, will be discarded.

2.2.2 Silicon photomultipliers

The photo-sensors of choice for the BTL are silicon photomultipliers (SiPMs). Rapid progress
in the performance of SiPMs has led to their widespread use in accelerator and non-accelerator
based particle and nuclear physics experiments, space-based telescopes, and medical imaging.
SiPMs have a number of advantages over other photo-sensors, such as conventional photo-
multiplier tubes. SiPMs are compact, robust, and insensitive to magnetic fields. They can be
exposed to room light without damage and operate at relatively low voltages, on the order
of 30–77 V, with low power consumption. A photo-detection efficiency, PDE, of up to 40% is
achievable in devices with small cell size (15 µm square pixels). Small cell sizes also extend
the linear range of the SiPM and, combined with a fast cell recovery time, enhance its perfor-
mance after irradiation. Finally, large quantities of SiPMs can be fabricated in industry with
excellent uniformity and acceptable cost. The CMS collaboration already has several years of
good experience with SiPMs as part of the Phase-1 upgrade of the hadron calorimeter (HCAL),
where more than 16 000 channels of SiPM are used [49], and is planning to use this type of pho-
todetector for the instrumentation of part of the HGCAL endcap calorimeter for the Phase-2
upgrade [7].

2.2.2.1 SiPM technical specifications

The specifications for the BTL SiPMs are listed in Table 2.4 and compared to the performance
of existing SiPM technologies under consideration, namely the NUV-HD (thin-epi) SiPM from
Fondazione Bruno Kessler (FBK) and the S12572 and HDR2 from Hamamatsu Photonics (HPK)
with cell pitch of 15 µm. The chosen SiPM cell size of 15 µm represents the best balance between
radiation tolerance and photon detection efficiency [50–52].

Optimization studies through beam tests, laboratory measurements, and ray tracing simula-
tion led to the choice of a SiPM active area of about 9 mm2. The BTL SiPMs will thus have
a rectangular shape with a width of 2.9 mm (a minimum of 100 µm gap is required on each
side for the packaging) and a height matching the crystal thicknesses with a 100 µm margin to
maximize light collection from the crystal edges (thus 3.85, 3.1 and 2.5 mm), as illustrated in
Fig. 2.18. In the crystal bar geometry the LCE scales linearly with the fraction of surface cov-
ered by the light sensitive area of the SiPM, AreaSiPM/Areacrystal, thus reducing the SiPM area
would deteriorate both the stochastic and noise terms.

A useful figure of merit to compare the timing performance of different SiPMs is the ratio
PDE/

√
DCR, which directly affects the signal-over-noise ratio for the first detected photons

from LYSO:Ce scintillation and determines the sensor time resolution. The single cell recovery
time should be kept below 10 ns to allow fast cell recovery from a dark count, thus maintaining
the SiPM cell occupancy below 3% for a DCR of 55 GHz. This parameter is driven by the value
of the quench resistor at −30 ◦C. A gain larger than 1.3× 105 is required to allow a sufficiently
precise signal discrimination by the ASIC, as discussed later. Additional parameters of the
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SiPM such as the Excess Noise Factor, ENF, which represent additional noise with respect to
DCR originating from after-pulses and cross-talk are also shown in the table.

Table 2.4: Comparison of end-of-operation specifications for BTL SiPMs to the performance of
existing candidate devices of 3× 3 mm2 area from FBK and HPK irradiated to neutron fluences.
The extrapolations of DCR, PDE and static power consumption are calculated at the optimal
bias over-voltage after 3000 fb−1 for an operating temperature of−30 ◦C, after 2× 1014 neq/cm2.
The values of cell capacitance, cell recovery time and breakdown voltage, Vbr, are also quoted
at a temperature of −30 ◦C.

SiPM parameter Specification FBK-NUV-HD HPK-S12572 HPK-HDR2
Active area – ∼ 9 mm2 ∼ 9 mm2 ∼ 9 mm2

Cell pitch < 20 µm 15 µm 15 µm 15 µm
Cell recovery time < 10 ns 7 ns 8.5 ns < 10 ns
Capacitance < 600 pF 530 pF 295 pF 585 pF
Number of cells > 20k ∼ 40k ∼ 40k ∼ 40k
Vbr (−30 ◦C) – 34.2 V 63.0 V 35.8 V
dVbr/dT – 41 mV/ ◦C 59 mV/ ◦C 37 mV/ ◦C
δVbr/1013 neq/cm2 ≤ 0.2 V < 0.1 V 0.2 V < 0.1 V
DCR-T coefficient – 1.76 1.90 1.79
ENF < 1.1 < 1.05 1.07 < 1.05

Parameters after 3000 fb−1

Optimal OV > 1V 1.6 V 1.5 V 1.2 V
PDE – 15% 13% 23%
Current/device – 1.32 mA 0.77 mA 1.30 mA
Static power consumption ≤ 50 mW 50 mW 50 mW 50 mW
Gain ≥ 1.3× 105 2.1× 105 1.45× 105 1.55× 105

DCR/SiPM – 42 GHz 37 GHz 55 GHz
PDE/

√
DCR ≥ 2.0 2.3 2.1 3.1

Characteristic plots of the photon detection efficiency, as a function of wavelength and over-
voltage, are shown in Fig. 2.13. Curves are shown for three different SiPM technologies under
consideration for the BTL: S12572-015C and HDR2-015 from Hamamatsu and NUV-HD thin-
epi from FBK.

As can be seen from the figures, the SiPM performance is sensitive to the over-voltage, which
means that both the operating voltage and the Vbr must be well monitored and controlled as
discussed later. The breakdown voltages measured for 4 000 channels, measured from the re-
cent CMS HCAL barrel production run, were contained in an interval of 0.3 V with a standard
deviation of 56 mV. This indicates a very small spread in the performance of the SiPMs deliv-
ered by manufacturers.

When SiPMs are exposed to 1 MeV neutron equivalent fluences, a linear drift of the breakdown
voltage of about 0.1–0.2 V every 1013 neq/cm2 has been observed. This drift has to be taken into
account and will require adjustment of the bias voltage to maintain the operating voltage of
the SiPM at its optimum. The spread in the drift of Vbr with time was also measured on a set
of irradiated SiPMs and found to be smaller than 5% (which corresponds to less than 0.2 V
after the total integrated luminosity of 3000 fb−1). More details on the system for bias voltage
distribution and monitoring are discussed later.

While all the SiPMs under consideration meet the specifications in Table 2.4, some additional
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Figure 2.13: Left: Relative photon detection efficiency (PDE) as a function of wavelength com-
pared with the spectrum of LYSO:Ce scintillation light (blue dashed curve). Right: ”effective“
PDE, convolved with the LYSO:Ce emission spectrum, as a function of over-voltage for three
different SiPM technologies considered for BTL.

R&D is ongoing to consolidate such technologies. The S12572-015C SiPM provides a solid
option which has already undergone a successful mass production qualification for the CMS
HCAL Phase-1 upgrades. The other two SiPMs from both FBK and HPK have been developed
more recently and a further custom optimization of their PDE/

√
DCR, being the figure of merit

for BTL performance, is ongoing. Studies on the reproducibility and mass production capabil-
ity for these two technologies is also planned during 2019 and will test about 50 arrays of 16
SiPMs from each vendor.

2.2.2.2 SiPM quality control

We are currently in close contact with two vendors (HPK and FBK) to finalize the optimization
and customization of the SiPMs for the BTL needs. Although both producers are capable of
providing SiPMs with the desired specifications, a rigorous QA/QC will be requested from the
manufacturer and testing of each SiPM on our side will be carried out. The testing procedure
will capitalize the extensive experience with SiPMs from the CMS HCAL project. The following
measurements are foreseen:

• Every SiPM for each batch will be tested for its IV (current-voltage) curve with and
without light illumination, as well as its resistance in forward bias.

• For 2% of the SiPMs for each batch, the capacitance and pulse shape will be mea-
sured.

• In addition, destructive testing will be performed on 1% of the SiPMs for each batch.
These destructive tests will include radiation testing, long term aging studies, and
environmental studies (i.e., temperature cycling, humidity effects, etc.).

The assembly of the SiPM arrays will be conducted in industry. As these modules are of rather
low complexity and are utilizing industry standard electronics board technology, standard
QA/QC procedures will be applied.
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Figure 2.14: Signal-over-noise ratio measured using a reference LED on the BTL SiPM candi-
dates after irradiation to 2.1× 1012 neq/cm2, as a function of over-voltage. The optimal over-
voltage for BTL operation after 3000 fb−1, within the power budget envelope, is shown with an
arrow for each SiPM.

2.2.2.3 SiPM irradiation studies

Extensive studies of the impact of radiation damage on the performance of SiPMs have been
conducted during 2017, 2018 and 2019. Such studies led to the selection of the technologies pro-
viding the optimal resistance to the radiation level expected for BTL. As discussed in previous
sections, a crucial parameter determining the timing performance of the SiPM coupled to the
crystal is the ratio of its PDE (signal, S) over the

√
DCR (noise, N) at the optimal over-voltage.

This parameter can be estimated by measuring the signal-over-noise ratio (S/N) of irradiated
SiPMs using a light pulse of known amplitude. The results obtained on different SiPMs irradi-
ated to a fluence of 2.1× 1012 neq/cm2 are shown in Fig. 2.14. The radiation damage, and thus
the SiPM dark current, has been proven to increase linearly with fluence up to the BTL level
of 3× 1014 neq/cm2, which includes a safety factor of 1.5 on top of the nominal maximum pre-
dicted fluence. The maximum OV allowed for each SiPM within the power budget constraint
of the BTL is also shown in Fig. 2.14. It can be seen that each SiPM features a different optimal
over-voltage and provides slightly different S/N performance as reported in the earlier section
and in Table 2.4. Qualification of different materials to be used for the SiPM protective window
has started and several options have been tested for radiation tolerance, up to a neutron flu-
ence of 3× 1014 neq/cm2 and to ionizing doses of 50 kGy, leading to the identification of viable
candidates, e.g. silicone based resins as discussed in more detail in Appendix B.

2.2.2.4 Mitigation of DCR with annealing

The DCR generated in the SiPM due to radiation damage will increase linearly with the particle
fluence, which will be proportional to the integrated luminosity. At the BTL operating temper-
ature of−30 ◦C and an over-voltage of 1.5 V, the DCR will increase by about 1.0–1.6 GHz/mm2

every 500 fb−1 of integrated luminosity. At the end of detector operation, after an integrated
luminosity of 3000 fb−1 which corresponds to the maximum neutron equivalent fluence of
1.9 × 1014neq/ cm2 in BTL (at high η), and assuming yearly annealing periods at room tem-
perature during shutdowns, a DCR of about 4–7 GHz/mm2 is expected, depending on the
SiPM choice. A large DCR will cause large baseline fluctuations that will be corrected for with
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Figure 2.15: Left: radiation induced current annealing kinetics measured for APDs in Ref. [53].
Right: expected growth of DCR (SiPM S12572) for various annealing scenarios at fixed OV of
1.5 V during the detector lifetime.

a dedicated circuit in the ASIC (Section 2.3). In addition, the DCR will contaminate the photon
signal causing additional jitter of the time stamp, impacting on the time resolution.

The radiation damage induced in silicon consists of different types of defects, each having a
characteristic recovery time, τi. Spontaneous annealing of the radiation induced current has
been observed on irradiated SiPMs [40] and from the first tests it appears to follow a behavior
similar to that of APDs described in Ref. [53]. This model, assuming four different defect types,
is summarized in the plot of Fig. 2.15, showing the expected annealing of each component as a
function of time at room temperature (RT). The annealing kinetics, Iirr

dark(t), of the total radiation
induced dark current, Iirr

dark(0), can be parameterized as:

Iirr
dark(t) = Iirr

dark(0)∑
i

gie
−τi/t. (2.4)

Since BTL will be operating at −30 ◦C, only minor annealing will take place during data taking
while substantial recovery will occur during yearly shutdowns with the duration of about four
months. The right plot of Fig. 2.15 shows the expected growth of the DCR at fixed OV of 1.5 V
during the detector lifetime for the cases of:

• No annealing;

• Annealing at RT only during two weeks per year;

• Annealing at RT during the full shutdown;

• Complete annealing of the recoverable defects.

Exploiting the full shutdown period for recovery at room temperature provides a reduction of
DCR of about 30% with respect to a two weeks only scenario. Additional recovery could be
achieved by increasing the local temperature of the SiPM during shutdowns to a temperature
higher than +20 ◦C. The potential gain of such approach and its technical viability are being
investigated with dedicated studies and more details are provided in Appendix B.
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2.2.2.5 Evolution of SiPM operating parameters with integrated luminosity

The time resolution of BTL sensors is strongly driven by the SiPM parameters and mainly
by the PDE and DCR, which directly affect the photo-statistic and noise term, as discussed
in Section 2.1. Since the DCR will increase with fluence, adjustment of the operating OV of
the SiPMs is required throughout the detector lifetime. In particular, the OV will have to be
decreased in order to maintain the DCR level within a range manageable by the ASIC and as
well to limit its contamination to the light signal. Reduction of the OV will also limit the power
dissipated by the SiPM through heat within the design specification. The optimal OV is thus
defined as the over-voltage at which the best time resolution is achieved (from Eq. 2.1) within
the power budget envelope of 50 mW/SiPM. The evolution of the main SiPM parameters as a
function of integrated luminosity is shown in Fig. 2.16 for the three SiPM options considered
for BTL.

Depending on the specific SiPM, the optimal OV will decrease from about 3.5 V to 1.2 V, and the
current and the static power consumption per SiPM will stabilize in the range of 0.7–1.3 mA
and 30–50 mW respectively. The PDE will decrease from 35% to 23% for the HDR2-015 and
from 27% to about 14% for the S12572 and FBK-NUV-HD SiPMs. The DCR will increase non-
linearly up to 37, 42 and 55 GHz for the S12752, FBK-NUV-HD and HDR2 SiPM respectively.
Nevertheless, the fraction of SiPM cells fired by a DCR and which cannot detect a photon (cell
occupancy due to DCR) will be limited to below 2–3% and thus have negligible impact on the
effective photon detection efficiency. This number has been estimated assuming a recovery
time of the single cell of τR = 8 ns and considering a cell to be blind for a time corresponding
to 2τR, i.e. 16 ns.

The total signal in number of photoelectrons and electrons, expected for an energy deposit
of 4.2 MeV, is also shown in Fig. 2.16 and defines the specification for the dynamic range of
the ASIC. The signal in photoelectrons, Nphe, is obtained as the product of light output for a
4.2 MeV MIP energy deposit and the PDE corrected for the cell occupancy (which is a marginal
effect). The electron signal is the actual signal output from the SiPM after the multiplication
factor defined by the SiPM gain, G, and is thus defined as Nphe × G.

2.2.3 Packaging of active elements

To ease assembly and QA/QC, the LYSO:Ce crystal bars will be packaged by the vendor. The
packaged structure will consist of a linear array of 16 crystals with a reflective material between
adjacent channels to provide optical isolation to better than 95%. The material used as reflector
is required to have a thickness of ∼75 µm, a reflectivity for 420 nm light higher than 98.5%,
and sufficient radiation tolerance. The baseline material currently considered is the Enhanced
Specular Reflector (ESR) Vikuiti by 3M. The whole crystal array will be held together by a
similar foil of about 0.2 mm providing stability to the structure, similar to what is commonly
done for PET applications. The use of adhesives typically of about 5 µm thickness to bond
the crystal array should be minimized in area along the bar sides to preserve total internal
reflection from the surfaces. A picture and a drawing of one crystal array is shown in Fig. 2.17.
The crystal pitch, including a inter-crystal gap of about 80 µm, is 3.2 mm which makes the
total size of an array in φ × z about 57.0× 51.4 mm. The flatness of the two end-faces of the
array, which are left without wrapping, should be better than 0.05 mm to allow a precise optical
coupling to the SiPM array.

Similarly, the SiPMs will be delivered by manufacturers packaged in arrays of 16 units each.
The SiPM arrays will match the pitch and geometry of the readout face of the crystal array. The
packaging of the SiPM is minimized to reduce dead gaps between crystal arrays and optimized
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Figure 2.16: Evolution of SiPM operating parameter as a function of integrated luminosity.
From top left to bottom right: over-voltage (OV), photon detection efficiency (PDE), DCR per
SiPM of 9 mm2 active area, fraction of cells occupied by a dark count, 4.2 MeV signal in photo-
electrons and electrons.

for heat extraction to allow efficient power dissipation towards the cooling plate, as discussed
in more detail below. The protective window of the SiPM will be made of a radiation tolerant
material (e.g. quartz, epoxy, silicon) with refractive index at 420 nm above 1.5, and will be
made as thin as possible (∼200 µm) to maximize light collection efficiency from the crystal. Ra-
diation tolerant candidate materials for the protective windows have been identified within the
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Figure 2.17: Left: picture of a 16× 1 array of crystal bars with Enhanced Specular Reflector
(ESR) Vikuiti by 3M in between channels under UV illumination. Right: drawing and dimen-
sions of a BTL crystal array.

options provided by both manufacturers after an irradiation campaign of candidate materials
as discussed earlier.

A drawing of the SiPM package is shown in Fig. 2.18. A ceramic board with thickness of 0.7 mm
can house either wire bonded or TSV (Through Silicon Via) SiPMs from either Hamamatsu or
FBK. With respect to a PCB-based package, the use of ceramic provides a thermally more stable
and more compact solution. The estimated thermal conductivity of such package, summarized
in Table 2.5, is designed to maintain a thermal gradient smaller than 1 ◦C.

Table 2.5: Estimated thermal conductivity for the linear array of 16 SiPMs with a single layer
ceramic package using HPK/FBK TSV SiPMs.

Component Material Size Inner diam. Thickness Th. cond ∆t for 50 mW
[mm] [mm] [mm] [W/mK] [ ◦C ]

Die Si 3.2 – 0.35 100 0.017
Die Attach Solder 1.5 4× 0.7 0.05 50 0.021
Top pad Cu 3.0 – 0.035 377 0.001
Substrate Al2O3 3.2 – 0.7 20 0.171

The crystal and SiPM arrays will be coupled together during the assembly phase by means
of a radiation tolerant optical coupling. The baseline choice is to use the RTV3145 glue used
for the coupling of the CMS ECAL crystal to the photodetectors. This type of glue provides
good optical coupling matching the SiPM protective window, is radiation tolerant to the levels
expected in BTL and has sufficient elasticity to operate at low temperatures. No significant
degradation of transparency was observed and no effect on mechanical properties occurred
after irradiation and several thermal cycling tests performed at the time of the CMS ECAL as-
sembly [54, 55]. Other commercially available optical glues, such as Meltmount or NOA61,
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LYSOSiPM

SiPM array

Figure 2.18: Drawings of a linear array of 16 SiPMs on a ceramic package showing the matching
to the SiPM active area with the crystal dimensions.

have also been widely tested up to the radiation levels expected for the BTL, i.e. neutron flu-
ences of 2× 1014 neq/cm2 and doses of∼30 kGy. Additional studies are ongoing to consolidate
the baseline choice as discussed in more detail in Appendix B.

2.3 BTL readout electronics
The basic building block of the BTL electronics is the Readout Unit (RU) that processes sig-
nals from 768 individual SiPMs. The way the sensor matrices (crystal + SiPM arrays) are me-
chanically and electrically connected to the RU is presented in Section 2.4. An RU consists
of four Front-End cards (FEs), each of which has six readout chips to process data from 192
SiPMs, using the TOFHIR2 ASIC. The four FEs are connected to the Concentrator Card (CC)
that houses two low-power Giga-Bit transceivers (lpGBT) [56] associated to two Versatile Link
Plus (VTRx+) [57] chips.

Optical data links to/from the off-detector DAQ are implemented over the lpGBT-Versatile
link system, which runs bi-directionally between the detector and the DAQ boards. The lpGBT
uplinks (from front-end to DAQ) are operated at 10.24 Gb/s and the downlinks (from DAQ
to front-end) are operated at 2.56 Gb/s. The data from each TOFHIR2 are transmitted by two
E-links, operated at a bandwidth of 320 Mb/s each, to the two lpGBTs on the Concentrator
Card. The lpGBTs provide E-links (80 Mb/s) to the TOFHIR2 transporting configuration data,
as well as fast control signals (Resync and trigger bits). Clocks with 160 MHz frequency are
distributed from the lpGBT to all TOFHIR2 ASICs.

Two GBT-SCA chips on the Concentrator Card provide monitoring of low voltage, temperature
and SiPM bias currents. Two Power Converter Cards (PCC) provide power from a low voltage
distribution system with DC/DC converters based on the FEASTMP module. The DC-DC
output voltages are further regulated and filtered by the ALDO2 regulator ASIC in the FE
boards. One ALDO2 regulator serves one TOFHIR2 ASIC.

The block diagram of the RU is shown in Fig. 2.19 and the layout of the RU is shown in Fig. 2.20.
The RU boards are arranged in a single layer using board side-to-side connectors in order to
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Figure 2.19: Block diagram of the Readout Unit.

Figure 2.20: Layout of the BTL Readout Unit. Each Concentrator Card (center) is connected to
four FE boards (above and below the Concentrator Card) that host 6 TOFHIR ASIC chips each,
and to two Power Converter Cards (left and right of the Concentrator Card).

match the radial space available for the BTL electronics (less than 9 mm). Overall, 432 RUs are
needed to populate the BTL, arranged in 72 trays of 6 RUs/tray.

The TOFHIR ASIC is derived from the TOFPET2 chip developed for TOF-PET applications
using LYSO:Ce crystals coupled to SiPMs [35, 37, 58]. The design is being adapted to match
the requirements of the barrel timing layer, in particular the high signal rate and the tolerance
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Table 2.6: Comparison of TOFHIR1 and TOFHIR2 functionality.
TOFHIR1 TOFHIR2

Number of channels 16 32
Technology UMC 110 nm TSMC 130 nm
Voltage 1.2 V, 2.5 V 1.2 V
Radiation Tolerance No Yes
Compatibility with lpGBT Yes Yes
I/O links LVDS CLPS
L1, L0 Trigger Yes, No Yes, Yes
10-bit SAR ADC (MHz) 10 40
Bandwidth (MHz) 350 350
Input impedance (Ω) 6 6
DCR noise filter No Yes
Number of TACs and QACs 4 6
TDC bin (ps) 20 20
Reference voltages External Internal
Maximum MIP rate/ch (MHz) 1 2.5
Max low E rate/ch (MHz) 3 5
Clock frequency (MHz) 160 160

to radiation. The TOFHIR1 chip was developed using the same UMC 110 nm technology as
the TOPFET2 ASIC and presently is being tested. It implements the main features required
by the BTL and is enabling the development of the final detector modules and validation of
system integration on a tight schedule. The TOFHIR2 adds radiation tolerance by translating
the TOFHIR1 design to the more radiation tolerant TSMC 130 nm technology and revising the
design for radiation tolerance. In addition a DCR noise cancellation mechanism, a key feature,
will be integrated in the TOFHIR2. The comparison of TOFHIR1 and TOFHIR2 functionality is
summarized in Table 2.6.

2.3.1 Requirements and system description

2.3.1.1 FE ASIC requirements

The TOFHIR2 ASIC will be used for the acquisition and digitization of the photo-sensor signals.
In particular the circuit must:

• Be capable of performing the digitization of time and energy of the passing mini-
mum ionizing particles (MIPs) with the required precision and at the required rate;

• Reject lower energy (lower than MIPs) particles (mainly photons from the electro-
magnetic calorimeter);

• Provide the necessary links for data transmission, fast control and slow control:

• Integrate test features;

• Comply with radiation tolerance, power and operation temperature requirements.

The details of those requirements are outlined below.

Signal Yield

The average energy deposit per channel is estimated to be about 4 to 7 MeV, where we require
the detection of particles starting at 1 MeV. Depending on the SiPM type selected for BTL (see
Section 2.2.2) we expect about 9000 photoelectrons, decreasing to 4000, or 13 000 photoelec-
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trons, decreasing to 7000, at end of operation.

The photo-sensors will be operated at maximum gain of 4×105 electrons/photon. We require
a full dynamic range of 2.1×1010, 1.6×1010, 1.2×1010 electrons again depending on the photo-
sensor type, sufficient to accommodate MIP signals four times larger than the average signal.
The exact full dynamic range will be fixed at the latest for the second iteration of the ASIC. In
addition, the total input charge will decrease by a factor of about 5.5 over the operation time
of the detector (3000 fb−1). It is therefore required that the gain can be adjusted in order to
compensate for this change of signal amplitude.

Signal shape and timing

The shape of the input signal is determined by the scintillation light decay time of the LYSO:Ce
crystal of 40 ns and the timing properties of the photo-sensors. Following the ionization orig-
inating from a passing charged particle, photons arrive in time following an exponential dis-
tribution with the above given decay time. The tail of this distribution spreads out to about
300 ns. The rising edge of the signal depends on the photo-sensor used but we expect a peak-
ing time of about 14 ns. The most accurate timing of the MIP particle is provided by the arrival
of the first photons. The optimum discriminator threshold for timing measurement is expected
to be between 5 and 50 photoelectrons depending on the signal yield and dark count rate.

Signal rates

The signal (particles) rates seen by the ASIC inputs depend on the energy threshold. We define
MIPs, which are the particles whose digitized information we want to record, as those with
an average energy deposit E > 1.0 MeV. The maximum average rate (signal rate) of MIPs is
2.5 MHz per channel. They are randomly distributed over the bunch crossings.

All particles depositing an energy E < 1.0 MeV are considered as background particles. For
energies below about 100 keV we expect that the signal will be too small to cross the timing
threshold, but particles at mid energy range of 0.1 < E < 1.0 MeV, called low energy particles,
while crossing the timing threshold constitute a background that requires special attention to
reject it. We estimate the rate of these background particles with 0.1 < E < 1.0 MeV to be
5.0 MHz. Like the signal rate these background particles are randomly distributed over the
bunch crossings. The total average rate and the decay time of the LYSO:Ce crystals are such
that pileup of signals will occur requiring the implementation of a dedicated pileup cancella-
tion circuitry.

The analog processing of the input signals is accomplished within 25 ns such that the ASIC
is ready for new hits at the next bunch crossing. Digitization (energy and time) of the MIP
particles (see below) and transfer of the information of the MIPs should be done while losing
at most a few per cent of these signals at maximum signal and dark count rates.

Dark Count Rate

The rate of dark counts (SiPM signals corresponding to the detection of a single photon, or mul-
tiple, in case of so-called cross talk in the photo-sensors) is estimated to be as high as 60 GHz at
the end of operation of the detector, corresponding to a current of 8×1015 electrons/s (1.3 mA)
for a gain of 1.4×105 of the photo-sensor, resulting in baseline fluctuations and dark count
noise. These fluctuations and noise will have a significant impact on the BTL timing perfor-
mance requiring a dedicated noise cancellation circuitry mentioned above. This circuit is ex-
pected to reduce the high frequency dark count noise by a factor of the order of two, reducing
the DCR contribution to the timing resolution by the same factor.
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Amplitude and timing measurements

The TOFHIR2 ASIC is expected to measure the arrival time of the MIP signals adding a jitter
of σ = 14 ps to the timing of the signal, including all intrinsic contributions of the ASIC. The
input impedance of the analog inputs of the ASIC is low (<10 Ω) and the analog bandwidth is
350 MHz, to achieve the required timing performance.

Timing and amplitude measurements are performed continuously. The threshold of the timing
discriminator is adjustable in the range of (0–100) photoelectrons with a precision of 6 bits. A
dedicated discriminator identifies MIPs providing an adjustable threshold (MIP threshold) in
a range of (0 to 1/2) MIP, with a precision of 6 bits.

If a signal is identified as a MIP, the amplitude and the two times, corresponding to the tim-
ing threshold and the MIP threshold (rising or falling edge selectable by configuration), are
digitized and stored as hit data on the ASIC.

The TDC provides two counter values:

• A coarse counter, counting the number of cycles of the external 160.32 MHz reference
clock. The length of this counter is 16 bits.

• A fine counter, providing the fine resolution within one period of the 160.32 MHz
reference clock.

The time-binning of the time to digital converter circuit (TDC) is 20 ps. The ASIC is expected
to have Differential Non-Linearity (DNL) < ±2 ps and Integrated Non-Linearity (INL) <20 ps,
and a precision of the time binning of 2 ps rms to minimize the dependence from in-situ TDC
calibration. In-situ TDC calibration will be performed with the code density method using
random data from 176Lu natural radioactivity in LYSO:Ce crystals.

The charge of the hit signal is required to be linear over the full dynamic range with a preci-
sion of 2%. This precision assures that the so-called time-walk effects, i.e. dependence of the
measured signal timing on the total energy deposit in leading-edge discriminator methods, are
corrected to better than 5 ps. The ADC has a resolution of 10 bits. DNL and INL should be less
than 0.5 and 2.0 LSB, respectively. The effective number of bits should be at least 8.2. The ASIC
provides a means to calibrate the ADCs with an external DC voltage source. In-situ calibration
is performed using the ASIC internal test pulses and the Lu emission photo-peaks.

Output data and data links

The ASIC provides digitized timing and amplitude data, described above as hit data. Each hit
is clearly associated with a clock cycle number. The data is sent as twelve 8/10B symbols. The
first symbol is K28.5. The other 11 symbols represent 88 bits of data, with the following content:

• Bits 0-4: channel identifier;

• Bits 5-4: identifier of the time-to-amplitude converter in multi-buffer TAC;

• Bits 15-6: charge measurement;

• Bits 25-16: fine counter of the 2nd time measurement;

• Bits 35-26: fine counter of the 1st time measurement;

• Bits 45-36: coarse counter of the previous event crossing the timing threshold;

• Bits 55-46: coarse counter of the end of charge integration;

• Bits 65-56: coarse counter of the 2nd time measurement;

• Bits 81-66: coarse counter of the 1st time measurement;
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• Bits 85-82: status of the trigger bits for previous event;

• Bits 87-86: trailing bits ”11”.

The ASIC provides two differential electrical output data E-links, operational at 320 Mbit/s.
Both types of data, hit and trigger data can be transferred on both E-links. The selection of
what data go to which of the E-links is configurable.

The ASIC also provides one differential electrical configuration input E-link, operational at
80 Mbit/s. This link allows the writing of all configuration registers in the ASIC. All configu-
ration is received as a serial data stream in a single shift register. The configuration data can
be read via the ASIC output E-links. The ASIC has an identification code configurable by four
external pins. Moreover, the ASIC is able to handle fast control commands received in two
other input E-links. The L0 and L1 signals discussed below are received in the trigger E-link.
The second E-link receives the following commands:

1. RESET, resets all timing coarse and fine counters, FIFOs, and state machines

2. RSYNC, resets the timing coarse and fine counters

The ASIC provides two operation modes for data transmission:

1. Self-triggering mode

2. External trigger mode

In self triggering mode, the ASIC pushes all digitized signal hits to the output data link or
links, depending on the output link configuration. In external trigger mode, the ASIC receives
trigger signals via a fast control E-link. The ASIC decodes the trigger signal and distinguishes
two different trigger types, called L0 and L1.

Both trigger signals have a delay, L0delay and L1delay, programmable in number of 160.32 MHz
clock periods, up to 20 µs. In case of L0 trigger, the hit corresponding to the clock cycle L0 minus
L0delay is transferred via the selected E-link and at the same time stays available on the ASIC for
a potential L1 trigger requesting the hit data of the same clock cycle later. On reception of L1
trigger, the ASIC sends the hit corresponding to the clock cycle L1–L1delay via the configured
E-link. The ASIC has one 24 bit counter per channel. The counters are configured to count
occurrences of a programmable logic combination of the discriminators output states. Data of
the counters are transferred via the same output E-links as all other data.

Test pulse injection

The ASIC provides a test pulse circuitry, common to all channels, permitting the injection of a
current pulse into each of the input channels, at the input nodes. The test pulse amplitude is
adjustable with a precision of 6 bits over the full dynamic range.

Electrical characteristics

The ASIC electrical characteristics are listed in Table 2.7. The ASIC provides 32 channels with
single-ended signals. The 32 inputs are connected as single ended signals with a common
reference. The polarity of the signals is positive.

Environmental conditions: temperature and radiation

The nominal operating temperature of the BTL will be−30 ◦C. The exact typical operation tem-
perature of the ASIC is not yet determined but is expected to be close to 0 ◦C. We require the
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Table 2.7: BTL FE ASIC electrical characteristics.
Term Electrical characteristics
Technology TSMC 130 nm CMOS

Min Typical Max Unit
Number of channels 32 32 32
Operation voltage: Vin 1.08 1.2 1.32 V
Power consumption 15 mW
External sampling clock frequency 160.32 MHz
Signal polarity Positive
Input signal connection Single ended
Packaging BGA 12x12 mm, 196 balls, pitch 0.8 mm

ASIC to be fully operational and maintain its specifications in a temperature range of −40 ◦C
to 80 ◦C. The BTL is embedded into the CMS detector between the barrel outer tracker and
the barrel electromagnetic calorimeter. We expect a total integrated dose received by compo-
nents inside the detector at the end of operation, corresponding to an integrated luminosity of
3000 fb−1 of 30 kGy. The total expected flux of neutrons of energy E > 1 MeV after 3000 fb−1 is
1.9× 1014 cm−2.

In order to achieve the required radiation tolerance, the following rules are applied in the ASIC
design:

• The ASIC is designed with only a subset of the standard cell library as specified by
CERN. This subset has been qualified by CERN to have sufficient radiation tolerance
for the BTL application.

• The ASIC uses CERN’s design of a qualified bandgap reference circuit to generate
reference voltages.

• All logic in the ASIC, like state machines, configuration registers, etc., are protected
against single event upsets (SEUs) using triple modular redundancy (TMR). The
data themselves and thus the data path does not require SEU protection.

2.3.1.2 FE ASIC design

TOFHIR is an ASIC for high rate SiPM signals with timing and energy digitization in each
channel and configurable dynamic range. The ASIC block diagram is represented in Fig. 2.21.

The TOFHIR ASIC has 32 independent channels, each containing independent amplifiers, dis-
criminators, time-to-digital converters and charge-to-digital converters, as shown in Fig. 2.22.
The input pre-amplifier (P) provides a low impedance input (RIN ) to the sensors output cur-
rent signal. The input current IIN is then replicated into three branches: T, E and QDC blocks
in Fig. 2.22.

Amplifiers and pulse filtering

The preamplifier shown in Fig. 2.23 is a current conveyor based on a regulated common-gate
trans-impedance amplifier (TIA) [59]. It is an upgraded version of the preamplifier proposed
in Ref. [36], redesigned and optimized to extend the dynamic range while preserving the tim-
ing performance. The conveyor provides a low input impedance for the detector and a high
impedance current output. With a power consumption of 5 mW a low-frequency amplification
of 25 dB and bandwidth of 350 MHz are achieved.
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Figure 2.22: TOFHIR channel architecture including the preamplifier (P), the post-amplifier
and discriminator blocks for timing (T) and energy (E) measurements, the charge to digital
converter (QDC), the TDCs T1 and T2, the channel’s SAR ADC, and the internal trigger logic.

The T and E branches have TIAs with configurable gains associated to modules for baseline
stabilization and noise cancellation. The outputs are fed into discriminators for timing mea-
surement (T1 and T2) and hit selection (E). Each TIA is a PMOS current mirror replicating the
AC part of the preamplifier current output on a resistor. The QDC branch integrates a replica
of the input current, which can then be digitized by the channel’s ADC. All branches integrate
pulse filtering as described below. The three branches share the same 10 bit, 40 MHz SAR ADC.

In order to mitigate the SiPM dark count noise and to stabilize the baseline, the TOFHIR2
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Figure 2.23: Simplified schematic of the preamplifier circuit.

will include a new module. The output of the TIA is fed into the baseline stabilization and
noise filtering module, which has an architecture similar to the first stage of a constant fraction
discriminator (CFD). The module reduces the noise due to dark counts and removes the tails of
LYSO:Ce pulses by adding to the signal at the output of TIA an inverted and delayed copy of
the signal, as shown in Fig. 2.24. The delay is of the order of 200–400 ps. The result is a bipolar
signal with the baseline removed.

The schematic of this circuit, shown in Fig. 2.25, is being developed and simulated. For the
delay element, we use series of RC elements that create an approximation of a transmission
line. We have studied different configurations of RC series elements with modifications on
their values but all having four delay elements.

Discriminators

The TIA T has a programmable gain GT and offset Vbaseline−T. The amplifier saturates for
Vout−T > Vsat. The output Vout−T connects to two identical discriminators, DT1 and DT2, whose
threshold voltages, Vth−T1 and Vth−T2, are set by 6-bit DACs. The offset Vbaseline−T is set by
another 6-bit DAC and is used to trim the baseline of Vout−T relative to the input of the dis-
criminators. The LSB of the T1 and T2 thresholds are set by global ASIC settings. The output
signals from the discriminators are used to control the ASIC internal triggering logic.

Branch E is similar to branch T, with the following differences: the gain GE of the TIA is lower
allowing a higher range of signals before saturation, the delay of the CFD circuit is one order
of magnitude larger to account for the larger signal peaking time and its output feeds a single
discriminator DE.

The outputs of the three discriminators connect to the Trigger Generator logic box which gen-
erates trigger signals. The output of discriminator T1 passes through a configurable delay line.
Due to this delay, the time of the rising edge of trigger T is actually the time of the rising edge
of DT1 + DELAY.

TOFHIR implements a multi-level event trigger and rejection scheme. In the nominal operation
mode:

• Events which do not trigger threshold Vth−T2 are rejected without any dead time.

• Events which trigger Vth−T2 but not Vth−E are rejected with less than 25 ns dead time.

• Only events that trigger all the three thresholds are considered valid and digitized.
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Figure 2.24: Principle of the baseline stabilization and noise filtering module.

Figure 2.25: Schematic of CFD-like filtering circuit with RC delay.

TDC and QDC

The TDC T1 measures the time of the rising edge of trigger T1 (Fig. 2.22). The TDC T2 mea-
sures the time of the rising edge or falling edge (programmable) of trigger T2. The two time
measurements can be used to estimate the width of the signal. The TDC is composed of a time-
to-amplitude converter (TAC) followed by the analog-to-digital converter (ADC). The TDC
time quantization is 20 ps.

The QDC measures the integrated charge from the rising edge of trigger Q (generated by the
output of discriminator T2) until the end of the integration window. In normal operation,
the integration window is set to 4 clock cycles (25 ns). The QDC is composed of a charge-to-
amplitude converter (QAC) followed by the analog-to-digital converter (ADC). As mentioned,
the two TDCs and the QDC share the same ADC.

The TDC operation is illustrated in Figs. 2.22 and 2.26. On the rising edge of trigger T1, switch
SWT1 closes, charging analog buffer CT with current ITDC. On the 2nd next rising edge of CLK,
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5 CHANNEL TOFPET 2C

Time and Charge (QDC) mode

In this mode the ASIC performs

⌅ The TDC T measures the time of the rising edge of trigger_T.

⌅ The QDC measures the integrated charge from the rising edge of trigger_Q until the end of the integration
window (section 5.7).

⌅ Valid even require rising edges on trigger_T, trigger_Q and trigger_E.

⌅ trigger_E is used only for energy selection and the TDC E is unused.

Dual time (ToT) mode

In this mode the ASIC performs

⌅ The TDC T measures the time of the rising edge of trigger_T.

⌅ The TDC E measures the time of the rising edge of trigger_E.

⌅ Valid even require rising edges on trigger_T and trigger_E.

⌅ trigger_Q is ignored and QDC is unused.

5.6 TDC

Figure 11: TDC and QDC operation
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TDC operation is illustrated in figure 11.

1. On the rising edge of trigger_T switch SWT closes, charging analog bu�er CT with current ITDC.

2. On the 2nd next rising edge of CLK, SWT opens, stopping the charging process.

3. The value of a global_counter is latched on the next clock providing value tcoarse.

If the event is valid, the voltage stored in CT will be digitized as tfine.
In first approximation, the time tT of the rising edge of trigger_T can be calculated as per equation 6.

tT = tcoarse � tfine
ITDC

(6)

where ITDC = 1
TDCLSB

.
The E TDC operates identically, using trigger_E signal and producing ecoarse and efine values.
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Figure 2.26: Trigger signals involved in the TDC and QDC operation (see Fig. 2.22).
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Figure 2.27: SAR ADC with fully-differential capacitive DAC.

SWT1 opens, stopping the charging process. The value of a global clock counter is latched on
the next clock providing value tcoarse. If the event is valid (E > Vth−E), the voltage stored in CT
will be digitized as tfine. The TDC T2 operates identically, using trigger T2 signal.

The QDC operation is illustrated in Figs. 2.22 and 2.26 as well. On the rising edge of trigger Q,
switch SWQ closes, charging analog buffer CQ with a replica of the input current signal plus a
DC current. SWQ opens on a rising edge of CLK when the integration time has been reached.
The value of a global counter is latched on the next clock providing value qcoarse. If the event is
valid, the charge stored in CQ will be digitized. The gain of the integrator is configurable.

Each channel has 6 sets of CT, CE, and CQ analog buffers where analog values are stored before
being digitized. Every time the channel goes through rearm state, a new buffer set is selected
round-robin. This allows the channel to rearm without waiting for the previous event to be
digitized. When an event is valid and digitized, the TAC-id number of the analog buffer set
used to process that event is transmitted along with the event. Due to process variations, each
analog buffer should be calibrated for optimal results. The content of the analog buffers shift
slowly due to leakage effects, which affect the time and charge measurements. In order to keep
this effect under 0.1 LSB, whenever the channel has been in READY state for 100 µs, an invalid
event is triggered causing the channel to rearm with the next, fresh, set of buffers.

SAR ADC

A SAR ADC with 10-bit resolution and a sampling frequency of 10 MHz was implemented
in TOFHIR1 replacing the slow Wilkinson ADC of TOFPET2 and allowing the operation of the
ASIC at high rate. The design is based on a fully-differential capacitive DAC, shown in Fig. 2.27,
as proposed in Ref. [60] providing high noise rejection, twice the dynamic range (2×1.2 V) and
low power consumption. The SAR ADC is operated in asynchronous mode performing the
conversions when requested by the digital logic.
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Figure 2.28: Layout of the SAR ADC.
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Figure 2.29: DNL and INL obtained from the post-layout simulation of the capacitive DAC.

The layout of the SAR ADC implemented in TOFHIR1 (UMC CMOS 110 nm) is shown in
Fig. 2.28. Figure 2.29 shows the ADC linearity performance obtained from the post-layout
simulation of the capacitive DAC. We observe that DNL is ±LSB/4 and INL is ±LSB/3. In the
TOFHIR2 chip, an existing TSMC 130 nm implementation of the same SAR ADC architecture
validated at sampling frequency of 40 MHz will be used.

Digital I/O

The differential I/O standard in TOFHIR1 is LVDS. Level shifting will be needed to interface
the lpGBT. The final TOFHIR will implement the E-link I/O specification (CLPS). Table 2.8 lists
TOFHIRs digital I/O.

TOFHIR includes event counters, which allow events to be counted without being transmitted
(and thus, not subject to event conversion and transmission limitation). In this context, events
are programmable logical combinations of the discriminator outputs. The counting period is
globally configurable up to 224 CLK cycles.

TOFHIR has a circuit which injects an analog test pulse directly into channels input node. This
pulse has an adjustable amplitude and is generated in response to a digital test pulse provided
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Table 2.8: TOFHIR Digital I/O.
Name Function TOFHIR1 TOFHIR2
CLK Main Clock
RESYNC Global SYNC
TRIGGER L1/L0 trigger information CLPS
DRX Configuration Input
DTX[0] LVDS
DTX[1] Data/configuration output
DTX[2] N/A
DTX[3]
TEST PULSE External test pulse trigger.

Not used in final system
CLPS

RESYNC EDGE
TRIGGER EDGE Select latching on rising or falling clock

edge
DRX EDGE
CHIP ID[0] Chip Configuration address LVCMOS 1.2 V
CHIP ID[1]
CHIP ID[2]
CHIP ID[3]

by the digital control logic. The circuit is shared by all the channels and each channel has a
switch to select whether or not that channels input node is connected to the global analog test
pulse generator.

The Test Pulse pad receives an external digital pulse that can be used to trigger directly the
internal logic or to generate an internal analog pulse at the channels input nodes. In the final
system, Test Pulse will not be used. Instead, an internal test pulse generated synchronously
with the clock (configured via DRX) will be used. Unlike the test pulse provided by an external
FPGA, its phase relative to the clock cannot be adjusted in the lpGBT.

In TOFHIR1, the bias blocks are inherited from TOFPET2 and the reference voltages (800 mV
and 500 mV) used by different circuits are provided by external pins. Nevertheless, global
voltage bias distribution may lead to large spread from channel to channel requiring more
trimming DACs to mitigate variations. In TOFHIR2 the global bias distribution will be done as
currents providing better matching since mirror transistors are close together. The bias distri-
bution as currents is immune to voltage drop and is less sensitive to noise.

In order to have all channels on this chip tightly matched, reference voltages and currents
should have a very low spread (below ±5%) in all operating conditions: process, voltage, tem-
perature (PVT) and under radiation. Precise voltage references stable under temperature vari-
ations and after irradiation are provided by the bandgap developed at CERN, shown schemat-
ically in Fig. 2.30. At −30 ◦C the voltage variation after 3 MGy TID is of the order of 1%.
This bandgap has trimming fuses that can adjust the reference voltage to the nominal value,
compensating process parameter variations. However, precise current references (which are
of utmost importance since most TOFHIR analog circuits are biased in current) are difficult
to design since these current references are obtained from voltage-to-current converters that
use resistors. Polysilicon resistors may have sheet resistance variations of ±60%, generating
similar spreads on the reference current. Therefore, a bias current calibration circuit, shown
in Fig. 2.31, is being developed based on the matching between the voltage drop on a precise
external resistor and the bandgap voltage.
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Figure 2.30: DTNMOS-based bandgap developed by CERN Microelectronics.

Figure 2.31: Bias current calibration circuit.

Radiation Tolerance

Measurements of the radiation effects on 130 nm CMOS n- and p-channel MOSFETs from three
different manufacturers have been reported in the literature [61]. Even though the effects of
TID are qualitatively similar, requiring special care in the design of the circuits, the amount of
degradation is shown to vary considerably from foundry to foundry being stronger for UMC.
Irradiations with X-rays of the TOFPET2 ASIC have been performed. After 5 kGy irradiation,
the TDC range was reduced by a large factor implying a degradation of the time resolution by a
factor three. The effect was interpreted as due to increased leakage in the TAC-write transistor.
This effect can be cured by a redesign with larger saturation margin to accommodate the Vth
variation due to radiation. On the other hand, the TOFPET2 irradiations indicated little effect
on the front-end amplifiers.

TOFHIR1 was designed in UMC 110 nm technology and no particular design rules for radiation
tolerance have been used. The next version TOFHIR2 will be implemented in TSMC 130 nm
technology, which is less affected by radiation (smaller shift of transistor threshold voltages
and smaller leakage current). Additionally, design guidelines for radiation tolerance provided
by the CERN microelectronics group are being followed. These include limitations in the W/L
transistor dimensions, increased transistor threshold margins, usage of 1.2 V transistors only
(the usage of 2.5 V I/O transistors is not allowed), and circuit validation in all PVT corners.
These rules are expected to be sufficient for doses much higher than the total dose foreseen
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Figure 2.32: Channel occupancy as a function of the energy threshold for different RUs along
rapidity.

in BTL. On the other hand, the preamplifier will use enclosed layout transistors to increase its
radiation hardness. Additionally, the TOFHIR2 digital logic, including state machines, configu-
ration registers, and synchronization counters, are protected against single event upsets (SEUs)
using triple modular redundancy (TMR). Dedicated irradiation tests of TOFHIR2 ASICs will
be performed to validate its radiation tolerance at the required level.

2.3.1.3 Rate requirements

The rate requirements of the BTL readout system are driven by the expected occupancy per
channel, which is shown in Fig. 2.32 for crystal bars oriented along φ. The curves correspond
to the rapidity regions for each of the six readout units in a tray. At higher rapidity, the channel
occupancy increases due to inclined tracks crossing neighboring bars.

In the BTL all the hits above the timing threshold have to be processed. The timing threshold is
defined by the first ne photoelectrons (p.e.) detected in the SiPM after the particle crossed the
sensor, optimizing the timing resolution of the sensor for a given set of operation conditions.
The timing threshold is expected to be set in the interval ne = 5 to 50 p.e. depending on SiPM
PDE and DCR. Taking into account the LYSO:Ce light decay time (∼40 ns) and the expected
number of photoelectrons per MIP particle (∼10 thousand), it is expected that the first photons
used for timing arrive within ∼100 ps after the particle arrival time (neglecting the rise time of
the light signal in the crystal ∼100–150 ps). Therefore, in the operation of the ASIC front-end,
we may consider that the first ne photons arrive simultaneously. On the other hand, given the
pulse shape of LYSO:Ce hits, the timing threshold is crossed by hits with an integrated number
of photoelectrons that is ten times higher than ne, as shown in Fig. 2.33. Therefore, all hits in the
crystal depositing more than ∼20 keV need to be processed by the front-end analog circuitry.
The rate of these hits estimated from the occupancy shown in Fig. 2.32 is about 10 MHz.

The TOFHIR ASIC introduces two leading edge discriminators with threshold T1 and T2, such
that the timing can be measured with the lowest threshold T1 and pulses below T2 are rejected
at an early stage. The threshold T2 could be set at a level between 100 and 200 keV depending
on SiPM operating conditions, corresponding to rates between 7.5 and 5 MHz. The timing of
pulses selected by T2 are measured with T1 by delaying the output of the first discriminator by
a few (<3) ns.

In TOFHIR, the time to amplitude conversion (TAC) is triggered by T2. The TAC ramping is
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done between the T1 signal and the 2nd next rising edge of CLK, therefore it takes on average
1.5 clock periods (9.4 ns). At the end of conversion, the digitization of the TAC voltage is
performed by the SAR ADC. In TOFHIR2, which has a SAR ADC with a sampling rate of
40 MHz, the full digitization process takes 50 ns. The digitization time is sufficiently below the
average time between MIP particles (400 ns) and the Poisson fluctuations of the MIP rate are
handled by the multi-TAC design described in the previous section. The simulation of the TDC
(TAC+ADC) operation assuming the MIP rate of 2.5 MHz and the low energy hit rate of 5 MHz
yields the following results for the MIP losses:

• 4 TAC: 1.89% MIP loss;

• 5 TAC: 0.50% MIP loss;

• 6 TAC: 0.08% MIP loss.

Given these results, TOFHIR2 is being designed with 5 or 6 TACs depending of the silicon
overhead. Digitized hits are stored in the output FIFO, waiting for the L0/L1 trigger decision.

The ASIC output rate is determined by the MIP rate and by the L1 trigger rate. For the highest
expected channel occupancy, the MIP rate per channel is 2.5 MHz as described before and the
L1 trigger rate is 750 kHz. Given the number of input channels per ASIC of 32 and the event
size of 120 bits, we estimate the output data rate from the ASIC to be 230 Mb/s. Given the 24
ASICs integrated in the Readout Unit, the total rate per RU is expected to be 5.5 Gb/s.

2.3.1.4 Front-end board

The FE board receives signals from 192 SiPMs that are processed by six TOFHIR ASICs. The
SiPM signals are AC coupled to the ASIC using 100V-rated capacitors that isolate the circuit
from the large SiPM leakage current and protect the ASIC from being damaged by the bias
voltage in case of SiPM failure.

The TOFHIR ASIC is powered by a single 1.2 V supply. This voltage is regulated and filtered by
the ALDO2 ASIC, the low voltage regulator resistant to radiation described in the next section.
The ALDO2 delivers up to 500 mA current, which is sufficient for the operation of one TOFHIR
ASIC.

In the baseline design, the distribution of the SiPM bias voltage is provided by external bias
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channels, each channel serving half RU (384 SiPMs). Each bias channel has two main wires and
two sense wires transmitted over the services cables, described in Section 2.5. The bias channel
wires are connected by shunt cables between two neighbor FE boards.

The FE board interfaces to the Concentrator Card through board side-to-side connectors trans-
ferring the following signals:

• Clock: six lpGBT e-clocks (160 MHz), one per TOFHIR ASIC ;

• Data readout: two up E-links (320 Mb/s) per TOFHIR connecting to 2 lpGBT in the
CC;

• Configuration: one down E-link (80 Mb/s) for TOFHIR configuration shared by six
TOFHIRs;

• Sync/reset: one down E-link (80 Mb/s) for TOFHIR resync/reset shared by six
TOFHIRs;

• Trigger: two down E-links (80 Mb/s) for TOFHIR L0/L1 trigger, each link shared by
three TOFHIRs;

• Monitoring: provision for six temperature sensors per FE board (SiPMs and elec-
tronics temperatures) and 12 SiPM bias current sense signals (one per group of 16
SiPMs);

• Power and ground.

Each FE board is served by one FEASTMP DC-DC converter providing 1.8 V. The lpGBT pro-
vides up to 28 upstream links (160 or 320 Mbit/s) and up to 28 clocks (160 MHz), but only
16 downstream links (80 Mbit/s). This allows each TOFHIR to receive a dedicated clock from
the lpGBT and to transmit data over one dedicated uplink to one lpGBT. The six TOFIRs in
the FE board share three downstream links used to provide the TOFHIRs with configuration,
synchronization and trigger, as illustrated in Fig. 2.34.

In order for various TOFHIRs to share the configuration downlinks, the configuration protocol
includes a 4-bit address. Each TOFHIR chip is given its 4-bit address though dedicated ID pins
in the chip, which can be connected to a jumper or hardwired in the PCB. To implement reliable
reception of the downstream links from the lpGBT, the TOFHIR chip can use either the falling
edge or the rising edge of CLK to latch the input signals. The edge selection is made through a
dedicated pin, RX CLK EDGE. Figure 2.35 shows the preliminary layout of the FE board.

2.3.1.5 Regulator ASIC

The voltage supplied to the TOFHIR ASIC is regulated by the ALDO2 ASIC. The ALDO2 low
voltage regulator will be an evolution of the ALDO1 ASIC [62], a radiation tolerant 250 mA
low dropout linear regulator in 0.35 µm AMS CMOS technology that was developed for the
LHCb RICH upgrade. This chip implements the typical topology of a low dropout regulator,
with a bandgap voltage reference, an error amplifier driving the PMOS pass transistor, and
external compensation with a low ESR capacitor, shown in Fig. 2.36. Preliminary tests of the
regulator were successfully performed with the TOFPET2 64-channel chip and four ALDO1 in
parallel in order to match the current requirement of the TOPFET2. These results are described
in Section 2.3.2.

The next revision of the chip, ALDO2, will require moving to ON Semiconductor I3T80 0.35 µm
CMOS technology due to end-of-operation of the AMS technology that was used for ALDO1.
To increase the output current capability to at least 500 mA, the ALDO2 will feature a larger
PMOS pass transistor. The ALDO2 will operate with a minimum input voltage of 1.6 V and
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Revision history

Revision number Revision date Description
3 2018/03/08 Add illustration of multi-chip board concept.

Add missing pin.
Revise document structure.

2 2018/02/27 Change interface to 3 shared downlinks.
1 2018/02/01 Initial release.

Table 1: Revision history

1 TOFHiR – Final system
The lpGBT supports provides up to 28 upstream links (160 or 320 Mbit/s) and up to 28 clocks (160 MHz), but only 16
downlinks (80 Mbit/s). In order to support 24 TOFHiR per lpGBT, the following configuration is proposed.

• Each TOFHiR has a dedicated clock from the lpGBT and a dedicated uplink link to the lpGBT.

• Each 6 TOFHiR in a front-end board share a set 3 of downstream links from the lpGBT.
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In order for various TOFHiR to be able to share the confguration downlink, the configuration protocol includes a 4-bit
address. Each TOFHiR chip in the chain need to be given it’s 4-bit address which is done though 4 dedicated CFG ID
pins in the chip, which can be connected to a jumper or hardwired in the PCB.

1

Figure 2.34: TOFHIR E-links in FE board.

Figure 2.35: Layout of the FE board (dimensions 59.0× 206.0 mm2).

a minimum dropout of 400 mV. Like for the ALDO1, the regulator will be equipped with two
bandgap voltage references, one based on vertical bipolar transistors (with the addition of base
current compensation circuitry), and the other on PMOS transistors in dynamic threshold (DT-
MOS) configuration. The choice of which bandgap to use can be done externally and will be
defined by the compromise between its stability after irradiation and the precision of the refer-
ence voltage.

Base current compensation consists in injecting the base current of a matched dummy bipolar
transistor into the emitter of the main bipolar transistor, in order to compensate for the increase
of base current after irradiation exposure, which is the limiting effect when using bipolar-based
bandgaps at the high radiation levels expected in BTL. The device will be protected against
over-current and over-temperature by means of a foldback circuit that limits the output current
when either current or temperature limits are reached.

The technology adopted for the ALDO2 will be the same as the FEAST ASIC, whose radiation
hardness is more than adequate for the radiation levels expected in BTL environment. The
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Figure 2.36: Photograph (left) and block schematic (right) of the ALDO1 ASIC.

Figure 2.37: Improved noise performance with ALDO1.

low voltage NMOS transistors will be implemented with an enclosed layout, to increase their
radiation hardness and minimize leakage. The TOFHIR ASIC requires an 800 mV reference
voltage with 5 mA input current. The baseline is to generate this reference inside the TOFHIR2
ASIC, but in case this cannot be achieved with acceptable performance, the ALDO2 will be able
to provide this reference, using a second error amplifier and a smaller output transistor.

Figure 2.37 shows the frequency spectra of the power supply noise measured at the output of
the FEASTMP DC-DC regulator (blue) and with the use of ALDO1 at full load (red).

2.3.1.6 Concentrator card and power distribution

The Concentrator Card is designed to interface the system readout with four FE boards. Its lo-
cation with respect to the sensor modules, cooling bar, and FE boards on the BTL tray is shown
in Fig. 2.63. The CC uses the lpGBT to provide an interface between 24 E-links and a VL+ opto-
module (single channel receive and single channel transmit). The command downlink (receive)
will be at 2.56 Gb/s and the data uplink will be at 10.24 Gb/s. The average rate of each of the 24
data links from the TOFHIR ASIC chips is 230 Mb/s, estimated for 8% occupancy, 120 bit per
hit, 0.75 MHz L1 rate. This translates to an aggregate rate of about 5.5 Gb/s, which can be trans-
mitted by two lpGBTs at its lower output bandwidth of 5.12 Gb/s or by one lpGBT at the higher
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Figure 2.38: Layout of the dual lpGBT/VL+ Concentrator Card.

Figure 2.39: FEASTMP CLP view from below (left) and above (right) used for power-only
prototype design of the Concentrator Card.

output bandwidth (10.24 Gb/s). The current design has a dual lpGBT/VL+ combination. In
addition to providing an extra bandwidth for increased data rate, it provides a redundancy for
failures of links to off-detector and provides a bandwidth for possible L0 trigger data. Another
important feature of the lpGBT is to ensure the precise clock distribution, received from the
downlink, to the front-end system, achieved by the high frequency clock noise filter in the PLL.
A schematic of the CC is shown in Fig. 2.38.

The power is distributed from the DC/DC converter module based on the FEASTMP CLP,
Fig. 2.39, radiation tolerant ASIC that was developed at CERN and is used throughout CMS.
To power the CC components as well as the FE cards, six such converters are needed. For
the full channel capacity, we will use two Power Converter Cards each one integrating three
FEASTMP CLP. The CC will also utilize two GBT-SCA chips for slow control and monitoring.

2.3.1.7 Slow control and monitoring

The lpGBT provides a set of slow control and monitoring features that nevertheless are insuf-
ficient for the RU needs. Therefore, we foresee using two SCA-GBT chips providing added
functionality for control and monitoring. The GBT-SCA ASIC developed at CERN provides
the following functionality:

• 16 I2C master controllers;

• 1 JTAG master controller;

• 1 group of 4 8-bit fully programmable and bidirectional IO ports;

• 1 memory-like bus master controller with 8 bit data and 16 bit address;

• 32 analog channels, converted to 12-bit values via an ADC port;

• 4 DAC 8-bit ports;
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• 4 asynchronous external interrupts.

The preliminary specifications of the slow control and monitoring functions are the following:

1. LV control:

• use of FEASTMP-enable pin for turning ON/OFF power of individual FE boards,
• FE board converters are OFF by default and switched on sequen-

tially,
• CC converters are ON by default.

2. LV monitoring:

• power good signals of the FEASTMPs,
• input voltage ∼10 V,
• output voltages of 6 DC-DC converters.

3. Temperature monitoring:

• 16 SiPM temperature sensors per RU,
• 1 temperature sensor per FE card,
• 1 temperature sensor per PCC,
• 1 temperature sensor per CC,

4. SiPM bias current monitoring:

• 48 bias currents, one per group of 16 SiPMs (option under study).

2.3.1.8 Clock distribution

The distribution of a precise clock to the front-end system is a major requirement for BTL. The
clocks available in the backend system are recovered from the lpGBT down links. The high
frequency clock noise is expected to be filtered by the PLL in the lpGBT. Low frequency clock
jitter and possible phase instability, in particular arising from temperature variations or low-
frequency response of the clock chain, will require special attention.

A dedicated R&D effort across CMS sub-projects is being done to find the best solution for
precise clock distribution at the level of the whole CMS detector. While waiting for the results
of these investigations, we foresee the need to accommodate two dedicated clock fibres per tray
in case the option of using a tree of separate clock paths turns out to be necessary. Concentrator
Cards evenly located along the tray will house the fibre receiver and a dedicated radiation
tolerant clock fan-out chip to distribute the clock over short coaxial cables to neighbor modules.
This possibility is not implemented in the first prototype of the CC presently under engineering
design, but may be considered in the final CC prototype if needed. More details on the MTD
clock distribution are provided in Section 4.2.

2.3.1.9 Power converter card

We plan to use the step-down converter module FEASTMP CLP with a radiation tolerant ASIC
(FEAST) developed at CERN to implement the first prototype of the Power Converter Card
(PCC), shown in Fig. 2.40. In the final implementation three DC-DC FEAST ASICs will be
integrated in a single power board. Given the tight space constraints we are studying the pos-
sibility of using a slimmer converter with a solenoid coil instead of the standard toroid, shown
in Fig. 2.41. We estimate that this option would allow a gain of 3 mm in height. Measurements
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Figure 2.40: Power Converter Card (first prototype).

Figure 2.41: FEASTMP CLP converter modules with toroid coil (left) and solenoid coil (right).

of FEASTMP with solenoid coil show an efficiency of 76–80% for output currents of 1 to 3 A,
which is about the same as with the toroidal coil. However, the solenoid shows increased elec-
tromagnetic radiation by about 10 dB (measurements without shielding). The optimization of
the converter module for use in BTL is under way.

In order to have a more stable and precise regulation of the analog power supplies and to
better filter the switching noise introduced by the FEASTMP DC-DC without using large pas-
sive components that would not fit in the tight space available, we plan to use the active low
dropout linear regulator ALDO2 in series to the DC-DC converter. The regulator will have to
provide an output voltage of 1.2 V and an output current of at least 500 mA, as required by the
TOFHIR ASIC. To keep the power budget as low as possible, the regulator should operate with
the lowest possible dropout voltage. The target was set to 400 mV dropout, which corresponds
to a minimum input voltage of 1.6 V and thus to an efficiency of 75%. The regulator will be
hosted on the FE card, close to the TOFHIR chip, minimizing pick-up noise and improving load
regulation. The temperature dependence of the output voltage will be tuned in order to reach
the highest stability at the expected working temperature of the system with a residual drift
below 20 ppm/◦C over the whole operating range, between −30 ◦C and ambient temperature.
The temperature stability of the FEASTMP is not as optimized. The power supply rejection
ratio of the linear regulator should be at least 40 dB at the DC-DC switching frequency (about
2 MHz).

2.3.1.10 SiPM bias voltage distribution

The baseline distribution of bias voltage is presented in Section 2.5. An on-going development
is studying the design of a programmable HV bias voltage regula or on groups of 16 channels.
This regulator would be included in the ALDO2 ASIC and would eliminate the need for SiPM
matching, to better compensate any breakdown voltage variation that could arise after irradi-
ation, thermal gradients, etc, and to protect against SiPM failures (i.e. too large dark current
and shorts). The matching of 16 SiPMs is assured by the manufacturing process, since they are
fabricated on the same wafer area.
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Figure 2.42: Schematic of the SiPM bias adjustment circuit.

The topology adopted for this HV regulator is shown in Fig. 2.42 and is similar to the one
implemented in the ALDO2 ASIC for the low voltage regulation. The main differences will
be the use of a HV (80 V) PMOS output transistor, a level shifter circuit for driving the HV
PMOS gate, and a programmable voltage reference. The programmable voltage reference will
be provided by the TOFHIR, by means of an 8-bit DAC, and will allow a regulation of the
bias voltage with a range of 0–1.2 V over a pre-set value, with a resolution of 10 mV. To match
the modularity of the system, two independent regulators are included in each ALDO2. The
technology used in the bias regulation circuit is I3T80 0.35 µm. It is the same technology as
used for the first versions of the FEAST ASIC which showed adequate tolerance to the radiation
levels expected in BTL. The HV MOSFETs in this technology have been tested up to 30 V after
irradiation [63].

The HV PMOS transistor has a breakdown voltage of 80 V, thus each bias output can be dis-
abled completely, switching off noisy or broken groups of 16 channels that would otherwise
compromise the operation of the other 368 channels on the same bias line. This feature can
be triggered externally by the TOFHIR, or automatically if the bias current exceeds a pre-set
threshold of a few tens of mA. The bias current measurement is also fed to the GBT-SCA in the
CC and can be monitored remotely.

2.3.2 Performance

2.3.2.1 Silicon-proven performance

The front-end TOFHIR ASIC is based on the existing TOFPET2 chip for reading out LYSO:Ce
crystals via SiPM sensors with timing performance close to the BTL needs. In this section, we
report the performance measurements of the TOFPET2 chip [58] involving the blocks that are
reused in TOFHIR.

TOFPET2 is a 64 channel ASIC based on CMOS 110 nm technology provided by the UMC
foundry with timing and energy branches for each channel and a dynamic range configurable
between 150 and 1500 pC. The timing branch consists of amplifiers, discriminators and a TDC
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Figure 2.43: Left: count rate with SiPM bias voltage below breakdown as a function of the
timing discriminator threshold. Right: dark count rate with SiPM biased at 3.5 V over-voltage
as a function of the timing discriminator threshold (in DAC counts).

(30 ps time binning) whereas the energy branch includes an amplifier and a charge integrator.
The TDC is based on four-fold Time to Amplitude Converters (TAC) followed by a Wilkinson
ADC. The maximum conversion time is of the order of 1 µs. Four TACs per channel allow
de-randomizing the input signals. The Charge Integrator has a similar four-fold structure as
the TACs followed by one Wilkinson ADC. The maximum rate per channel of 0.6 Mhits/s is
limited by the output links.

The intrinsic performance of TOFPET2 was characterized by making use of the ASIC inter-
nal test features. In some cases, detailed below, the characterization was done with SiPMs
connected to the ASIC inputs. The characterization of the electronics noise was performed
with a threshold scan above the baseline at the output of the timing post-amplifier. The ASIC
inputs were connected to SiPMs. For the measurement of electronics noise, the SiPMs were
biased slightly below the breakdown voltage such that the SiPM capacitance is close to nom-
inal (320 pF). We measure a noise fluctuation of σnoise = 0.53 DAC counts corresponding to
∼1.6 mV when using the S13361-3050AE-04 MPPC (left plot in Fig. 2.43). The same technique
was used to measure the average amplitude single photon pulses. With the same SiPM S13361-
3050AE-04 MPPC biased at 3.5 V over-voltage the amplitude of the signal of 1 p.e. given by the
width of the first plateau is around 9 DAC counts or 27 mV (right plot in Fig. 2.43).

The linearity of the TDC is measured with random pulses that follow a uniform distribution
in time. Photons from a 22Na source measured with a LYSO:Ce crystal and a SiPM are used
for this purpose. Figure 2.44 shows the Differential Non-Linearity (DNL) and the Integrated
Non-Linearity (INL) as a function of the TDC code. The DNL is less than 0.2 LSB and the INL
is less than 1 LSB.

The performance of the TDC when multiple ASIC channels are active was evaluated by com-
paring the time measured by one channel TDC as a function of activity in the other ASIC chan-
nels. Figure 2.45 shows the difference of the time measurements in one channel when test
pulses are distributed simultaneously to 1 or 64 channels. The test pulse is synchronous to the
clock and a phase scan was performed with steps of 236 ps over 8 clock periods. The average
difference is smaller than ±1 LSB (30 ps).

The timing performance of the full ASIC channel was evaluated with test pulses. Analog test
pulses emulating detector signals are induced in an internal test capacitance at the input of the
pre-amplifier, using an external digital pulse. The total capacitance of the test injection circuit
is 112 pF. The rise time (10–90%) of the test pulse is 8 ns, similar to the pulses from a LYSO:Ce
scintillating crystal. In this measurement, the amplitude of the test pulse is equivalent to about
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Figure 2.44: TOFPET2 TDC differential non-linearity (left) and integrated non-linearity (right).
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Figure 2.46: Left: full channel time resolution measured with internal test pulses. Right: reso-
lution of the time difference of two neighbour channels illuminated with a laser pulse.

100 photoelectrons. The left plot of Fig. 2.46 shows the distribution of the time resolution mea-
sured in the 64 channels of the ASIC. The average is 23 ps (rms). The jitter of the test pulse and
of the clock is not subtracted but it is estimated to be small (<10 ps).

The ASIC timing performance was also evaluated with laser pulses generated with the HPK
PLP-10 Picosecond light pulser. The laser light was directed to two neighbouring SiPMs of
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Figure 2.47: SiPM equivalent electrical model assumed in the TOFHIR simulations.

the array HPK S13361-3050AE-04. The amplitude of the signal corresponds to about 100 p.e.
detected in each SiPM. The resolution of the time difference between the two channels is 37 ps
which corresponds to a time resolution of 26 ps (rms) per channel, as shown in the right plot
of Fig. 2.46. The SiPM contribution (unknown) is not subtracted. This result is representative
of the TOFHIR expected performance since this chip uses the same architecture of the front-
end amplifier and the same time to amplitude converter as TOFPET2. A power consumption
of 8.5 mW was measured for each channel of the chip, giving confidence that the goal of a
maximum of 15 mW in TOFHIR can be achieved.

2.3.2.2 TOFHIR simulated performance

In this section, we present results from the electrical simulations of the TOFHIR1 ASIC using
Cadence simulation tools. The simulations include electronics noise. The ASIC inputs are
connected (DC or AC) to the equivalent electrical model of the SiPM depicted in Fig. 2.47 using
the parameters indicated in the figure. The presented results were obtained for SiPMs with
40 000 cells of 15 µm corresponding to 3×3 mm2 devices.

The simulation reproduces individual photoelectrons detected in one of the SiPM cells pro-
ducing a certain number of charges according the SiPM gain assumption. Unless otherwise
noted, the results presented here were obtained for a gain of 2× 105. SiPM dark counts were
included when indicated assuming a uniform distribution of single photoelectrons with a cer-
tain average rate. The SiPM cross-talk was assumed to be 7% and included in the simulations
of dark count noise. The timing for each photoelectron signal is smeared emulating the in-
trinsic SiPM jitter. We assumed a Gaussian distribution with 100 ps rms. The pulse shape
of LYSO:Ce events results from the superposition of a certain number of photoelectrons ran-
domly distributed in time according to the exponential decay of the crystal light. The left-hand
plot of Fig. 2.48 shows the SiPM output current pulse for an event with 9000 p.e. detected in
a 3×3 mm2 SiPM with a gain of 2× 105 and dark count rates (DCR) of 1, 5, 20, and 60 GHz.
The right-hand plot of Fig. 2.48 shows for the same conditions the voltage pulses at the output
of the timing trans-impedance amplifier. In this particular example the pulse saturates at an
amplitude corresponding to about 100 simultaneous photoelectrons.

The sharp rising edge of the voltage pulse is critical to the time resolution. Figure 2.49 shows
the slew rate of the pulse rising edge at the output of the post-amplifier as a function of the
threshold level (in number of simultaneous p.e.) for the highest gain of the amplifier. The max-
imum slew rate is 770 mV/ns and the electronics noise rms is 2.0 mV, leading to a contribution
of the electronics noise to the time resolution of 3 ps for a threshold of 13 photoelectrons. When
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Figure 2.48: Left: simulated SiPM current pulse for 9000 p.e. and G = 2× 105 for four different
dark count rates. Right: simulated voltage pulse at the output of the timing post-amplifier for
9000 p.e. and G = 2× 105 for four different dark count rates.
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Figure 2.49: Pulse slew rate in mV/ns as a function of the discriminator threshold.

using the post-amplifier at 25% of the maximum gain, the electronics noise contribution to the
time resolution is 12 ps. These results do not take into account the noise reduction achieved by
the pulse filtering module.

To achieve the desired time resolution with the low threshold leading edge discriminator tech-
nique it is of paramount importance to control accurately the signal baseline. Fluctuations of
the baseline due to dark counts significantly deteriorates the time measurements. TOFHIR2 in-
cludes the dedicated filtering circuit described in Section 2.3.1.2 to mitigate the high dark count
noise after SiPM irradiation and the baseline drifts due to pileup of LYSO:Ce events. The sim-
ulation results presented here were obtained with a behavioral model constructed with ideal
components. Figure 2.50 shows the pulse shapes of single photoelectron events at the input
and output of the filtering circuit.

Figure 2.51 shows the time resolution expected for a LYSO:Ce signal of 9000 p.e. detected in
the SiPM as a function of the discriminator threshold. The SiPM used in this simulation is
3×3 mm2, has 40000 cells of 15 µm and a gain of 2×105. The simulation includes the LYSO:Ce
photon statistics, assumes a single photon resolution of the SiPM of 100 ps (rms) and is obtained
using a detailed electrical simulation of the TOFHIR1 circuit up to the output of the timing post-
amplifier and the behavioral model of the filtering module. The TDC quantization of 20 ps was
included. Clock jitter is not included. The rise time of the LYSO:Ce scintillating light signal
(100–150 ps) and the spread of light propagation time in the crystal were also not included.
An alternative circuit for baseline filtering using a second order high-pass filter (HPF) is also
considered. We see that for a threshold between 5 and 10 p.e. a time resolution of the order of
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Figure 2.50: Pulse shapes of single photoelectron events at the input of the filtering module
(output of the timing post-amplifier), on the left, and at the output of the filtering module, on
the right.
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Figure 2.51: Time resolution at TOFHIR level as a function of the discriminator threshold, as-
suming zero DCR.

25 ps is expected.

The plots in Fig. 2.52 show the time resolution under the same conditions as above when
adding random DCR events as a function of threshold for DCR = 20 GHz (left panel) and
as a function of DCR for the optimal threshold (right panel). A time resolution of 35 ps for MIP
particles is achieved for DCR = 20 GHz, deteriorating to 55 ps for DCR = 60 GHz.

The input signal has a large dynamic range due to Landau fluctuations, slant thickness of the
crystals and SiPM over-voltage adjustment during the detector operation time. In Fig. 2.53 we
show the linearity of the charge integration QAC as a function of the number of photoelectrons
in the LYSO:Ce signal assuming a highest gain of the SiPM of 4× 105. The plot shows good
linearity while integrating over a short window of 20 ns, for signals between 9000 and 36 000
photoelectrons, showing that the TOFHIR preamplifier copes with the dynamic range of the
large BTL signals at the start of operation (high SiPM gain and PDE).

2.3.2.3 TOFHIR1 preliminary test results

The tests of the TOFHIR1 prototype started in mid January 2019. The chip was mounted on
the TOFHIR1 Test Board shown in Fig. 2.54 which connected to the DAQ board, also shown
in Fig. 2.54. The DAQ motherboard has a Kintex7 FPGA and clock filtering as well as low
voltage conversion and regulation. The first mezzanine generates bias voltages to SiPMs op-
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Figure 2.52: Time resolution at TOFHIR level as a function of threshold for DCR = 20 GHz
(left) and as a function of DCR for the optimal threshold (right). Results for DCR = 0, 1 and
5 GHz are obtained with post-amplifier default gain, while results for DCR = 20 and 60 GHz
are with post-amplifier gain 1/4.
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Figure 2.53: QAC integrated charge as a function of the number of photoelectrons in the
LYSO:Ce signal.

tionally connected to the Test Board. The second mezzanine provides the interface to the DAQ
computer. Dedicated firmware and software for TOFHIR1 configuration and readout has been
developed.

At this stage only preliminary and incomplete results are available. The firmware in the DAQ
board and the software in the data acquisition computer have been debugged allowing the
communication with the chip to be established. The configuration cycle (command and reply)
was validated. The chip responds to external test pulses with good events: event triggering,
data transmission and reception has been validated. All channels trigger as expected with dig-
ital test pulses, and all data are properly received by the FPGA and software. The assessment
of the SAR ADC was made using a dedicated test input that allows to scan the ADC input volt-
age. Figure 2.55 (left) shows the ADC code as a function of the input voltage. Good behavior
and linearity of the ADC is observed. The measured ADC noise is 0.8 LSB.

The TDC assessment was made using external test pulses. The Kintex FPGA in the DAQ board
allows the generation of test pulses with a precise phase relative to the system clock. This ca-
pability has been used to scan the test pulse timing in steps of 300 ps. For each phase step, a
measurement of the pulse timing is performed. The TDC non-calibrated code (fine time) as a
function of the test pulse timing is shown in Fig. 2.55 (right). The timing scan, performed over
8 clock cycles, shows the expected behavior and linearity of the TDC. The TDC time quanti-
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Figure 2.54: TOFHIR1 Test Board (left) and DAQ board (right) used in the tests.
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calibrated TDC code as a function of the test pulse timing (right).

zation bin size measured in one channel is 19.5 ps. It should be noted that channel to channel
variations are expected and need to be calibrated.

The TDC time resolution was estimated by measuring the time difference between two chan-
nels triggered by a common digital test pulse. In this measurement, the phase of the test pulse
relative to the system clock is fixed emulating the LHC conditions. The measured coincidence
time resolution (CTR) is 21 ps from which we may estimate a channel TDC time resolution of
15 ps (Fig.2.56). We may conclude that in TOFHIR1 the TDC time resolution is dominated by
the ADC noise quoted above. In TOFHIR2, we expect a TDC time resolution of about 10 ps
given the lower noise (0.5 LSB) of the silicon proven ADC implementation in TSMC 130 nm
technology that will be used.

First tests with SiPM signals at TOFHIR1 input have been performed using the 4× 4 SiPM ar-
ray HPK S13361-3050AE-04 with pixels of 3× 3 mm2 and 50 µm micro-cells. The SiPM was
operated at gain of 1.75 × 106 with over-voltage of 3.5 V. The large gain relative to the BTL
operation conditions allowed to perform the measurement of the Single Photon Time Resolu-
tion (SPTR) using short light pulses (width < 50 ps) provided by a pulsed laser. The pulses
at the output of the TOFHIR1 amplifier were observed in the oscilloscope using a spy output
pad. The observed pulse amplitude and shape are well reproduced in simulation. The distri-
bution of the time of arrival of single photoelectron events provided an estimation of the SPTR
of 138 ps (rms). This value is consistent with the expected timing performance of the ASIC.

A total static power consumption of 220 mW was measured in TOFHIR1 corresponding to
13.8 mW per channel, which compares well with the simulation expectation (13 mW). The chip
characterization is expected to be pursued until mid 2019.
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Figure 2.56: Time difference between two channel TDCs triggered by a common digital test
pulse.

Figure 2.57: RU power prototype test boards: CC board connected to two FE boards on the top
and two FEASTMP (left), and FE board with the TOFPET Test Board plugged in (right).

2.3.2.4 RU power distribution tests

A series of tests have been performed to study the influence of the power distribution noise on
the timing performance. The test involves the BTL RU PowerProto which integrates power-
only versions of the CC and FE boards, shown in Fig. 2.57. The CC board is connected to
FEASTMP-CLP mezzanines replicating the expected final configuration in the BTL detector. In
this prototype, the FE board includes the ALDO1 voltage regulators (one regulator for digital
power and four regulators for analog power), a connector to the CC board, a connector for the
TOFPET2 Test Board, a connector to the DAQ system, and jumpers allowing selection of the
supply source. The detectors and the FE parts were placed inside a “cold box to guarantee
good thermal stabilization. The timing performance was evaluated with test pulses induced at
the input of the amplifiers in the TOFPET2 chip.

In addition to the data acquisition functions, the DAQ board used in these tests provides ASIC
supply voltages using commercial switching DC-DC converters. On the TOFPET Tester Board,
two linear voltage regulators (LDO) provide the 1.2 V and 2.5 V for the ASIC. The TOFPET2 also
requires two reference voltages (0.8 V and 0.5 V) which are provided by other LDOs mounted
in the TOFPET Tester Board. In all cases the reference voltages where provided by these regu-
lators. In the tests, several power configurations were evaluated:

1. Supply from the DAQ board and LDO on the TOFPET Tester Board;

2. Supply from the FEASTMP DC-DC converters regulated by ALDO1 regulators in the FE
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Figure 2.58: Distribution of the measurements of TOFPET2 intrinsic time resolution in three
different power configurations.

board;

3. Supply directly from FEASTMP-CLP DC-DC converters.

The TOFPET2 ASIC allows the generation of analog test pulses at the input of each channel
upon reception of an external digital pulse. The shape of the analog pulse emulates light pulses
from a LYSO:Ce crystal converted by a 3×3 mm2 SiPM. The timing of the test pulses relative
to the system clock (200 MHz) is adjusted in the DAQ FPGA in steps of 100 ps. In the present
tests, the measurements were made at four different phases of the test pulse relative to the clock
(0, 25, 50, and 75%).

For each phase, the FPGA generates a large number of pulses at a frequency of ∼100 kHz.
The time of each pulse is measured by the TOFPET2 TDC. The width of the distribution of the
measured times provides the intrinsic time resolution of the TOFPET2 chip. For each power
configuration, we have measured the time resolution of the 64 channels of the TOFPET2 ASIC
in 4 different phases, for a total of 256 measurements of the time resolution. We have studied
the effect of the FEASTMP-CLPs and ALDO1s in the TOFPET2 performance by comparing
the time resolution measured in the power configurations defined above. The measurements
obtained with the reference power provided by the DAQ board correspond to the blue points
in Fig. 2.58. Then we made measurements with the FEASTMPs at 3.0 V in the FE board and
2.7 V and 1.35 V in the ALDOs. The ASIC voltages of 2.5 V and 1.2 V are produced by the
LDOs in the TOFPET2 Tester Board. The measurements correspond to the green points in
Fig. 2.58. Finally, we made the test pulse measurements with the voltages supplied directly by
the FEASTMP converters adjusted at 2.5 V and 1.2 V, and bypassing the ALDO and the LDO
regulators. Those measurements correspond to the red points.

The test pulse time resolution is 22.3 ps for the reference power configuration, 22.9 ps for the
FEASTMP+ALDO power configuration and 24.1 ps for the FEASTMP-only power configura-
tion. Relative to the reference power, the solution with DC-DC converter alone introduces a
degradation of the time resolution estimated at 9 ps added in quadrature.

2.3.3 Production and testing

2.3.3.1 Plans for development of pre-production prototypes

The present BTL schedule foresees the production and validation of the TOFHIR1 based Read-
out Unit prototype (RUproto1) through the end of 2019. The architecture of this prototype is
close to the final one, allowing meaningful studies of system issues like power distribution,
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grounding and noise, as well as system configuration, data readout, etc.

The RUproto1 provides inputs for BTL SiPMs. Presently, 32-channel input connectors are
foreseen. However only 16 input signals per connector will be processed by the 16-channel
TOFHIR1 ASICs. Therefore, the RUproto1 will serve 384 channels instead of 768 channels as in
the final version.

Besides the TOFHIR1 ASIC, the RUproto1 will make use of ALDO1 ASICs for low voltage
regulation. Untested chips in a QFP package will be assembled in the FE boards, therefore
ALDO1 validation is part of the FE prototype testing.

The design of the FE, CC and PCC boards is expected to be concluded soon. A first set of a
few boards with ASICs in the FE, lpGBT and Versatile optical parts in the CC, and FEASTMP
converters in the PCC is expected to be available in July 2019. In case a second iteration is
needed it should become available by the end of October 2019.

In parallel, the design of a dedicated PCC for BTL will proceed. The production of PCC pro-
totypes and performance studies are expected to be concluded in September 2019. We are
presently evaluating available DAQ boards to be used in the RUproto1 validation. Consid-
erable firmware and software development will be required, which will however build on
firmware and software developed for the TOFHIR1 and lpGBT ASIC test systems.

In parallel, the design and prototyping of the final FE ASICs, TOFHIR2 and ALDO2, will pro-
ceed in 2019-20. The design effort includes the migration of the TOFHIR1 blocks to TSMC
130 nm technology, the revision and adaptation of the analog circuitry for radiation tolerance
and the development of blocks not included in TOFHIR1, in particular the pulse filtering mod-
ules, the internal reference circuits, the E-link I/O and logic dedicated to the L0 trigger.

We foresee two TOFHIR2 prototype MPW runs, the first one to be submitted in Q4 2019 and
the second one in Q3 2020. Given the extensive simulation work being planned, we expect the
first prototype to perform sufficiently well to allow thermal and radiation tests to be performed
in parallel with the second iteration. In the same period, the design and prototyping of the ball
grid array (BGA) packaging will be contracted to industry.

The second MPW iteration allows for corrections and possible design modifications needed to
achieve the final required performance. The development of PCBs for ASIC characterization
of the unpackaged and packaged chips compatible with radiation and thermal test-setups, as
well as the development of firmware and software modules, will be done in parallel with MPW
chips production. The final prototype of the RU (RUproto2), with TOFHIR2 and ALDO2, will
be developed and validated between Q3 2019 and Q1 2021. This activity will include thermal
and radiation tests, accelerated aging testing, and performance characterization in test beam.

Two design reviews are scheduled for the TOFHIR2 development. The first one was conducted
on June 4, 2019, to review the readiness for the submission in November 2019. The second
review is planned for Q1 2020 to review the readiness for the second submission in October
2020. These reviews are included as milestones in the project plan.

2.3.3.2 Model for the production and testing of the full system

The TOFHIR2 production is expected to start in Q2 2021 and to take one year. This will include
wafer production engineering run (3 months), development and production of the BGA test
system (in collaboration with the test company and in parallel with chips production), wafer
thinning and dicing (2 months), chip packaging (3 months), and the test of packaged chips (4
months). The production of the ALDO2 chips will be done in the same period. The production
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Figure 2.59: Schedule of BTL electronics prototyping and production.

of the FE boards is expected to take 9 months, in the period Q4 2021–Q2 2022. The boards will
be produced by industry in two batches such that the testing of the boards can start in Q2 2022.
All boards will be individually tested before being assembled in RUs. In order to finish the
board testing by the end of 2022, the test throughput of FE/CC/PCC boards must be 16/4/8
boards/day. We expect that four institutes of the collaboration will contribute to this effort.

The schedule of BTL electronics prototyping and production is shown in Fig. 2.59.

A first full system test using the TOFHIR1 prototype will be conducted in early 2020. This
follows the test of the RUproto1 in the laboratory. The system test will be conducted with two
RUproto1 mounted on a cooling tray and with sensor board prototypes using SiPM arrays from
the R&D run in Summer 2019. Upon availability of TOFHIR2 prototype v1 the DCR cancela-
tion performance will be tested with irradiated sensor modules in Spring 2020. A full system
test with TOFHIR2 prototype v2 is scheduled for Spring 2021. Corresponding milestones are
included in Section 6.2.2.

2.4 Engineering and integration
The BTL detector will be attached to the carbon fiber Tracker Support Tube (TST), which serves
as the mechanical support for the Tracker. The BTL compartment will be a thin, cylindrical
structure with an inner radial boundary of 1148 mm and a length of 5200 mm covering the
pseudo-rapidity region up to |η| ≈ 1.5 with a total surface of about 38 m2. The BTL detector is
subdivided into 72 identical segments, referred to as trays. The trays have a three layer design,
composed of a cooling plate, the sensor layer, consisting of the LYSO:Ce bars with SiPMs along
with electrical and mechanical connectivity and finally the front-end electronics layer which is
further subdivided into the ASIC FE boards and a Concentrator Card (CC). The sensor layer
has a modular design with 16 crystal bars and their respective 32 SiPMs forming a mechanical
unit referred to a sensor module. In summary, the BTL is segmented as follows:

• 72 trays, 36 around φ, 2 along z,

• 6 readout units per tray,

• 24 FE boards and 6 Concentrator Cards per tray,

• 144 sensor modules per tray,

• 4608 readout channels per tray,

• 10 368 modules for the entire BTL,

• 331 776 readout channels in the entire BTL.
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The BTL sensor boards consist of a SiPM array mounted on a LYSO:Ce crystal assembly and
a flex cable connecting it to the front-end electronics. The flex cables have a few passive com-
ponents attached to them such as resistors, capacitors and connectors. The sensor boards will
be fixed to the cooling plate via aluminum rails, which also serve as thermal conductor as
described in Section 2.2.3. The BTL sensor boards and the front-end readout boards will be
attached to the BTL cooling tray in the tray integration step. Figure 2.60 shows a r–φ view of a
BTL tray, attached with its support rails to the TST.

Figure 2.60: Cross-sectional (r–φ) view of a BTL tray with crystal bars oriented in the φ direc-
tion. Three sensor modules can be seen, covering the width of the tray. In this design the sensor
boards are mounted on the cooling tray, the FE boards are mounted on top of the sensor boards.
The FE boards are supported by aluminum rails mounted on the cooling tray. These rails serve
as an additional thermal guide to ensure proper thermal contact of the SiPM package to the
cooling tray. Flex cables provide connectivity from the SiPM package to the FE. A cover plate
separates the BTL volume from the Tracker volume.

The sensor modules will be preassembled by gluing the SiPM packages on the ends of the
packaged LYSO:Ce bar matrices. Connectivity between the SiPMs and the FE is provided by
flex cables as shown in Fig. 2.65. The mounting sequence is shown in Fig. 2.65 and the tray
design is discussed in more detail in Section 2.4.3.

2.4.1 Structural design of the TST

In Fig. 2.1 we showed the overview of the sharing of the volume inside the TST between the
Tracker and the BTL. The TST design and dimensions are largely identical to the one used for
the current Tracker. The outer diameter of the Tracker is reduced by about 2.5 cm with respect
to the initial Phase-2 Tracker design, which had no BTL integrated into the TST. The BTL will
share a common cold volume with the Tracker inside the TST. The inner wall of the TST will be
covered with a heating foil and a 6 to 8 mm thick layer of insulation. This will allow to maintain
a temperature of −30 ◦C on the BTL and keep the TST inner wall at 0 ◦C to reduce thermal
stress on the TST structure. Thermal and mechanical deformation analysis shown in Fig. 2.62
demonstrated that the thermal stress on the TST is negligible with this temperature gradient
across the carbon fiber structure. The residual heat pickup from the environment through the
TST and the insulation will be about 6.5 kW, based on detailed finite-element analysis (FEA) of
various combinations of TST, insulation and heating foils as shown in Fig. 2.66.

The active cooling of the BTL will ensure that the surface facing the Tracker will be thermally
stable at the temperature required by the Tracker. The BTL trays will be attached to the TST with
rails that allow to slide in fully equipped trays from the ends of the TST. The BTL compartment
is separated with carbon fiber sheets which serve as a mounting surface for the cables of the
Tracker. There is no thermal barrier between the Tracker and the BTL volume. Once installed in
the TST, BTL and Tracker are handled as one common detector. The TST, with BTL and Tracker
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inside, is planned to be transported to P5, lowered into the cavern and inserted into CMS. The
TST is supported with four brackets which are mounted to the HCAL, as in the current Tracker.

2.4.2 Tracker-BTL TST mechanics

The current design of the TST is illustrated in Fig. 2.61. The walls of the TST are made of a
sandwich panel consisting of a NOMEX honeycomb core layer and two carbon fiber facesheets.
The total thickness of the structure is 30 mm, with a carbon fiber sheet skin of 2 mm thickness.
The carbon fiber sheet layer thickness is doubled to 4 mm over a length of 1000 mm at the ends
of the TST to increase the stiffness of the structure. This design is identical to the one used
for the TST of the current CMS Tracker, which has performed as expected during installation,
integration and operation of the detector. The deformation of the TST with the current design,
with the current assumption of Phase-2 Tracker weight and a 1 metric ton weight representing
the BTL as a flat layer on the inside of the TST, has been simulated and is presented in Fig. 2.62.
Both gravitational and thermal effects are considered in the simulation. There is an overall
displacement of the TST due to the deformation of the support brackets, and a deformation of
the shape. The effect of the deformation of the support brackets under load can be compensated
during the mounting procedure, as it was done for the current Tracker where similar effects
were observed. The deformation of the shape is well within the tolerance of ±3 mm required
by the Tracker. The structural design principle of the TST using a sandwich structure is the
choice for the mechanical support structure of the Phase-2 Tracker and BTL. More detailed
simulations, including a segmented BTL suspended from support rails as in the final design,
are ongoing. Further reinforcement of the structure can be achieved by increasing the carbon
fiber wall thickness. This will allow to adjust the stiffness of the TST to cope with the weight of
the BTL even if it exceeds 1 metric ton.

2.4.3 BTL tray design

The BTL tray is designed to allow fast and efficient assembly of the basic building elements,
i.e. the sensor layer, cooling bars, and the front-end electronics layer, as shown in Fig. 2.63. The
cooling bars serve as a mechanical support structure for the sensor and the electronics layer, as
a thermal conductor between the cooling pipes and the sensor as well as the front-end boards.
The cooling bars also serve as mounting points which hold the BTL trays in the TST support
structure. The cooling bars are described in more detail in Section 2.4.4. The BTL tray has an
approximate dimension of 250× 18× 2.5 cm3 and a weight of less than 20 kg. The weight of
the crystals, as described in Table 2.3, amounts to about 9 kg per tray, which dominates the total
weight of the tray. A breakdown of the weight of one tray is shown in Table 2.9.

Table 2.9: Weight estimate for a BTL tray, broken down into the major components. The weight
is dominated by the weight of the LYSO:Ce crystals.

Tray component Quantity per tray Specific density Approx. weight [kg]
LYSO:Ce crystals 1262 cm3 7.1 g/cm3 8.96

Cooling plate 1388 cm3 2.7 g/cm3 3.8
Mother boards 1480 cm3 1.85 g/cm3 2.7

LV cables 50 m 11 g/m 0.55
HV cables 100 m 7 g/m 0.7

Misc. components 2.0
Total 18.71

All BTL trays are identical, all cooling trays, the sensor modules and FE cards are identical and
thus interchangeable. Only the flex cable connections between the sensor modules and the FE
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Figure 2.61: Schematic view of the TST design. The TST consists of a sandwich structure with
two carbon fiber facesheets and a honeycomb core. Four support brackets at the end of the TST
connect the entire structure to the HCAL.

have three variants with slightly different layout to accommodate the different routing of the
cables for the sensor modules at the edge and in the center of the tray, as shown in Fig. 2.64.
This layout of the sensor module connectivity ensures that the spacing of the connectors at the
edge of the tray and subsequently the FE boards can follow a uniform spacing of the compo-
nents, in particular the ASICs and ALDOs. An alternative layering of the tray, with the cooling
tray in the middle and the sensor and electronics layer on opposite sides of it, is also being
considered. The combination of the sensor modules with their respective flex cables and aux-
iliary mechanical support structures for the sensor module is referred to as sensor board. The
design of the BTL trays is shown in Figs. 2.63 and 2.60. The components of sensor modules are
described in Section 2.2, the front-end electronics is described in more detail in Section 2.3.

A BTL tray section with the layout of the sensor modules is shown in Fig. 2.64. Shown are
six sensor modules with 16 LYSO:Ce bars each with the two SiPM arrays on both ends of the
crystal bars. The flex cables are connecting the SiPM packages with the FE boards. The cables
are routed to the edge of the tray where the connectors are located on the FE ASIC boards.
Necessary discrete components such as resistors and capacitors are mounted on the flex cable.
To route the signals efficiently to the edges of the tray three slightly different layouts of the flex
cable connections are needed. To reach the FE boards the flex cables can either be wrapped
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Figure 2.62: Simulation of TST deformation caused by the weight of the current Phase-2 Tracker
and 1 metric ton of BTL, implemented as a flat layer on the inside of the TST. Gravitational
and thermal effects are considered. There is an overall displacement of the TST due to the
deformation of the support brackets, which can be compensated, and a deformation of the
shape.

1 

3 

2 

4 
5 

6 

1 : TOFHIR board with 6 ASICs 
2 : LYSO array with 16 LYSO bars, bars oriented in φ  
3 : Concentrator card  
4 : DCDC converter 
5 : CC-to-FE connector 
6 : lpGBT 
7 : SiPM-to-FE connector 
8 : Cooling bar with CO2 pipes 
9 : Cooling fins 

z 

φ 

7 

8 
9 

Figure 2.63: View on the top of a section of the BTL tray with the FE electronics boards visi-
ble. A full readout unit is shown, consisting of 24 sensor modules, four ASIC boards and one
concentrator card. In the design shown flex cables, wrapping around the edges of the FE ASIC
boards, provide the connectivity between the sensor modules and the FE cards.
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around the edge of the tray or plug into a connector on the bottom of the FE board.

Figure 2.64: BTL tray section showing the layout of the sensor modules and a possible flex cable
connection configuration.

The assembly of the sensor modules onto the cooling bar will proceed in three steps. Aluminum
profiles, serving as additional mechanical support for the sensor modules, will be mounted on
the bare cooling bar. Then the sensor modules will be placed between these cooling bars and
finally the connecting flex cables will be mounted. The sequence is illustrated in Fig. 2.65.

2.4.4 Cooling and environmental control

The cooling of the BTL detector is based on evaporative CO2 in a liquid-pumped cycle equiv-
alent to what has been adopted for the CMS Phase-2 Tracker Upgrade. It uses the two-phase
accumulator-controlled loop concept (2PACL) that has been successfully employed in the LHCb
VELO since 2008 and the CMS pixel detector since 2017. The fluid properties of CO2 make it
an ideal medium for cooling of detectors. Its key advantage is the ability to control the temper-
ature at the detector remotely by adjustment of the pressure in the accumulator at the cooling
plant. It also enables the use of smaller diameter tubing than is required with conventional re-
frigerants or liquid cooling applications. The boiling temperature is a function of the pressure
and, since the dynamic pressure drop along a cooling pipe is small compared to the absolute
pressure of the fluid, the change in the evaporation temperature along a cooling pipe is typ-
ically small: two degrees between outlet and inlet coolant temperature is the target for the
BTL design, matching the specifications of the Tracker. The high latent heat of vaporization of
CO2 translates into a smaller flow as compared to that required for other refrigerants. Because
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Figure 2.65: Sequence of the mounting of sensor modules on the cooling tray. From top to
bottom: mounting of aluminum profiles on the cooling tray, insertion of the center, left and
right sensor module and finally connection of the flex cables.

the viscosity of CO2 is low, it allows the use of small diameter pipes with higher flow speeds,
which increase the heat transfer coefficient from the pipe wall to the fluid. CO2 is radiation
hard, inexpensive, and environmentally friendly; in particular the global warming potential
is orders of magnitude lower when compared to chlorofluorocarbons, such as C6F14, used in
the present CMS Tracker. Rigid vacuum-jacketed stainless steel pipes carry the CO2 from the
refrigeration plants in the service cavern, USC, into the collision hall, UXC. The flow is fed to
the detector cold volume via 12 insulated transfer lines on each end of the BTL. From there,
the CO2 flow is branched through a 1-to-6 manifold, as shown in Fig. 2.70, to the individual
trays, running along the periphery of the detector at the edge of the TST inside the BTL service
channel. Their routing in the BTL service channel is shown in Fig. 2.71. Inside the tray, there
will be two identical cooling loops running along the tray in a U-shape with a length of about
5 m per loop. Capillaries are installed between the manifolds and the cooling lines in the trays
to ensure stable performance of the heat extraction along the cooling loop.

The BTL cooling system is designed to cope with a total nominal power dissipated in the BTL
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compartment, dominated by the electronics and sensor leakage current, of about 38.5 kW. This
value includes a margin of about 50% with respect to the power needs estimated in Section 2.5.
There is an additional heat load to the BTL cooling circuits from thermal losses to the environ-
ment of 6.5 kW. Including the preheaters, a feature of the technology choice of evaporative CO2
cooling, the system is designed to provide a total cooling power of 46.2 kW. This corresponds to
about 640 W of cooling power per tray. The breakdown of the heat load for different operational
states is given in Table 2.10. The cooling system must remove this heat load and maintain the
SiPMs at the lowest possible temperature. A temperature of −30 ◦C for the SiPM has been as-
sumed in this chapter of the TDR. A simulations of the BTL cooling circuit is shown in Fig. 2.68.
The simulations assume a CO2 vapor quality of 35%. The temperature of the cooling pipes is
well below−30 ◦C for most of the length of the pipes. Further reduction of the temperature gra-
dient along the cooling pipe can be achieved by slightly increasing he pipe diameter as shown
in Fig.2.68. Due to the efficient heat conduction of the BTL cooling tray, the temperature gradi-
ents between the coolant and the SiPMs is expected to be very low. In Fig. 2.68 a temperature of
−35 ◦C has been assumed at the entrance to the BTL cooling loop. This is the most pessimistic
assumption. The actually achievable temperature is expected to be lower which will provide
operational margins. This is explained in more detail in Section B.I.3.4.

One cooling plant with a maximum capacity of about 44 kW at −35 ◦C will be employed ini-
tially which is expected to be fully sufficient to cool BTL. The pump can be upgraded to higher
capacity with a second pump head if the full contingency of 46.2 kW should be needed for BTL
towards the end of life. Operation of the detector at temperatures up to 15 ◦C is possible with
a reduced capacity of the CO2 system at about half the nominal cooling power. This is suffi-
cient to operate the FE during shutdowns to monitor the detector with the SiPMs operating
at reduced bias voltage to limit the leakage current. The possibility of operating the SiPMs at
slightly higher temperature to accelerate the annealing is being investigated.

The BTL will share the cold volume with the Tracker. The TST and the 6 to 8 mm thick insu-
lation will provide sufficient insulation to maintain a temperature of −30 ◦C inside the shared
volume and keep the TST structure above 0 ◦C. The residual heat pickup from the environment
through the TST and the insulation will be about 6.5 kW, based on detailed FEA of various
combinations of TST, insulation and heating foils, as shown in Fig. 2.66.

The environmental heat pickup from the TST surface has to be removed by the BTL cooling
circuits as well. Heating foils are placed on the TST surface to maintain it at or near ambient
temperature. The detector volume will be continuously flushed with dry nitrogen during op-
erations and dry air for safety reasons when CMS is open. The SiPMs will need to be warmed
to room temperature during shutdowns to enable the annealing of the radiation-induced leak-
age current increase. This will be achieved by running the CO2 cooling at a temperature of
15 ◦C and adjusting the SiPM bias current such that the detector is heated up to this temper-
ature. Some insulation between the BTL and Tracker is needed to minimize the impact of the
temperature of the Tracker volume. As there is a beneficial effect of warming up the detector,
the operational availability of the cooling pump for the BTL detector has less stringent require-
ments than for the other subdetectors. The BTL cooling plant instead may serve as a backup
plant for the Tracker in an emergency or during pump maintenance as the BTL cooling system
can maintain the Tracker volume at −30 ◦C provided the detectors are off.

2.4.4.1 Cooling plates

The BTL cooling plates consist of aluminum with embedded stainless steel pipes for the CO2
cooling circuits. Figure 2.67 is an illustration of the current design of the cooling plate with
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Figure 2.66: Simulation of the thermal losses through the TST. The simulation shown is for an
area of about 3% of the tray area. The power dissipation is 2.6 W, corresponding to about 90 W
per tray, 6.5 kW for the entire BTL. The simulation on the left are with BTL on, on the right with
BTL off. The heating foil between the TST inner surface and the insulation is on in both cases.

Table 2.10: Cooling power budget breakdown as used in the specifications of the manifolds,
transfer lines and cooling plant. All numbers are given in kW. The two columns labeled with
BOO and EOO correspond respectively to the beginning and end of the BTL operation. The
column labeled 15 ◦C refers to the warm operation state of the cooling system. The numbers
for the power consumption of the front-end and SiPM leakage current contain a contingency
of about 50 %.

Power consumption [kW] BOO EOO 15 ◦C
SiPM leakage current 0 25 0

front-end 13.5 13.5 13.5
environmental loss 6.5 6.5 0

preheaters 1.2 1.2 1.2
Total 21.2 46.2 14.7

two cooling loops (left) and one cooling loop (right). The CO2 circuit in the tray uses pipes
with an inner diameter of 2.5 mm for the one-loop and 2.1 mm for the two-loop configuration.
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Capillaries are installed at the inlet of the cooling loop to ensure reliable operation. The CO2
cooling circuit, manifolds and fittings are based on the same technology used for the Tracker
cooling. The pipe diameter is slightly larger than the typical pipes in the Tracker which eases
joining pipes by welding. A BTL cooling circuit with one loop, supply lines and manifolds has
been simulated as shown in Fig. 2.68. The pressure drop and thermal uniformity are within
specifications. The thermal uniformity can be improved by increasing the pipe diameter fur-
ther or by using two cooling loops per tray, which is the current design choice, as it matches
better with the sensor layout. The FEA thermal simulations of trays with one and two cooling
loops based on simplified models are presented in Fig. 2.69. In these simulations the maximum
difference in the temperature of BTL tray and the cold plate was found to be about 2.2 ◦C, in the
scenario where there are two loops, and about 5 ◦C, in the case of one cooling loop. Thermally
coupling the LYSO:Ce bars to the cooling plate does not change the temperature of the SiPMs
significantly. The thermal coupling of the SiPMs is dominated by the SiPM package and its
coupling to the cooling plate as demonstrated in Fig. 2.69.

Figure 2.67: Design of the cooling plate with two loops in the left plot and one loop in the
right plot. The thickness of the cooling plate will be approximately 3 mm with an inner pipe
diameter of 2.1 mm for the two-loop configuration. The capillaries are not shown in this view.

Figure 2.68: Simulation of the CO2 cooling circuit with a single cooling loop inside the BTL tray.
Shown are the temperature (T), pressure (P) and the heat transfer coefficient (HTC) in the BTL
cooling circuit. The section from x = 6.5 to 11.5 m corresponds to the cooling loop in the tray.
The thermal uniformity in the final design will be improved by using two cooling loops. The
diagram on the left shows the temperatures assuming a cooling pipe with an inner diameter of
2.1 mm. The diagram on the right assumes a cooling pipe with an inner diameter of 2.5 mm.
The slightly larger pipe diameter results in a reduction of the maximum coolant temperature
by about 2 ◦C.

The BTL CO2 circuit for the φ-bar geometry will consist of two cooling loops per tray to opti-
mize the thermal uniformity. A one-to-two manifold integrated into the tray will connect to a
manifold in the BTL service channel that distributes one incoming transfer line to six trays as
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Figure 2.69: The FEA thermal simulation results for the BTL tray are presented for different
scenarios: one loop and no thermal pad between crystals and cold plate (left); one loop and a
thermal pad between crystals and cold plate (middle); two loops and no thermal pad between
crystals and cold plate (right).

Figure 2.70: Main on-detector manifold of the CO2 cooling distribution system in the service
channel of the BTL. One manifold will connect one incoming transfer lines to 6 BTL trays. There
are 12 such manifolds for the BTL. The manifolds are largely identical with minor variations of
the location of the transfer lines connection along the arc of the main manifold pipe.

shown in Fig. 2.70.

Eight prototypes of cooling plates with either one or two cooling loops per tray are being as-
sembled and are expected to be ready by summer 2019. These prototypes will be used to
demonstrate 650 W power extraction with a one- and a two-loop tray design and measure the
actual SiPM temperature with the realistic tray design. Further tests will measure the perfor-
mance at different vapor quality values, the need for preheaters on the CO2 pipes was well as
different mounting strategies for the capillaries on the tray.

2.4.5 BTL Services

The CO2, power and data link services of the BTL closely follow the design of the Outer Tracker.
The routing of the services will follow the outer Tracker cable ducts which can be seen on the
top edge in Fig. 2.75. The current CAD model assuming three 9 mm cables to bring in the bias
voltage for the SiPMs and low voltage for the powering of the FE, as shown in Fig. 2.71. The
total cable cross section needed for power and SiPM bias voltage is still being optimized, and
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Figure 2.71: CAD model of the BTL services at the end of the tray in a cross section view on
the left and looking from inside the TST onto the inner surface where the BTL is mounted. The
space housing the services at the end of the trays is referred to as the BTL service channel. The
service channel extends 17 cm in z in the current design. A thermal seal is closing the volume
to the outside with the services passing through.

there is a possibility to increase the number of cables to four from three as shown in CAD mode.
Maintaining the cable cross section to the current value and optimizing the cable multiplicity
to ensure the highest possible granularity in the powering are criteria for this optimization. A
mockup for one BTL tray and service channel has been built and is used to optimize the cable
and cooling pipe layout, as shown in Fig. 2.72. In particular it is anticipated to use connectors
in the service tray instead of routing the cable bundles across the BTL service channel thermal
seal. Further studies are ongoing to integrate the capillaries of the CO2 circuit into the tray to
reduce the complexity of the integration work in the service channel.

2.4.6 BTL detector assembly

The construction of BTL can be sub-divided into three phases, as illustrated in Fig. 2.73.

The initial phase has the prototyping, the pre-production and the production for the principle
components of the BTL broken into separate activities: the sensors; the front-end electronics;
and the mechanical structure. Each of the three areas is further sub-divided according to needs.
The prototyping on each activity is multi-branched to allow us to proceed with several aspects
in parallel. This allows us to prototype the electrical connection between the SiPM and the FE
independently from the thermal connection between the SiPM and the cooling plate. For the
final production and QA/QC on each of the parts of BTL the procedures will be merged to one
single, agreed upon thread.

The second phase of the BTL construction is the mass production of BTL sensor boards, RUs
and trays. The individual sensor boards, front-end boards and cooling trays will be manu-
factured in industry. The QA/QC of the front-end boards will happen upon reception at the
collaborating institutes responsible for the production. The sensor boards are assembled from
LYSO:Ce bars and SiPMs which have previously undergone a QA/QC procedure as described
above. The integration of sensor boards and FE boards onto the trays will happen in three
integration centers in parallel. In the current schedule, each integration center assumes one
assembly team working. The tray production can be accelerated by having multiple integra-
tion teams working in parallel. Each center will work according to a standardized procedure
defined in the R&D phase. The current schedule is based on the conservative assumption that
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Figure 2.72: BTL service channel mockup which is used to validate and optimize the routing
of the services. Shown in the picture is the routing of three cables per tray, one cooling loop
connection with capillary in the service channel and power and bias voltage cables along the
tray. The installation sequence and additional mechanical support to guide the services in the
service channel are under development.

the integration will proceed with sensor modules and readout boards comprising one readout
unit per day. Detailed testing of each RU will be conducted after it has been integrated onto
the tray. Finally, fully integrated trays will be tested in a cold box in the integration center.

The last phase of the BTL construction is the integration into the TST. This will be done at the
Tracker Integration Facility (TIF) at CERN. Fully assembled trays shall be shipped to CERN,
tested upon reception in a dedicated test stand with CO2 cooling and then installed into the
TST. The insertion of the trays into the TST will be performed with a customized tool.
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Figure 2.73: Illustration of the BTL construction model. The construction of the BTL relies on
a modular design with a very limited number of largely identical components to minimize the
complexity of the assembly. The final integration of the trays is parallelized in three integration
centers to speed up the production.

2.4.6.1 BTL integration and commissioning

As the TST will house the BTL trays (36 in φ per side), as shown in Fig. 2.74, the BTL integration
will be tightly connected to the integration of the Tracker. In the TST structure, there are two
horizontal rails that separate the upper and lower half-cylinders. They serve as the mounting
points for the Tracker and will conceptually remain as in the current TST. All of the mechanical
structures of the Tracker are supported from these rails. This allows the integration of the BTL,
which is supported from rails on the inside wall of the TST, and the Tracker to proceed in
parallel to a certain extend. Specifically the barrel part of the Tracker can be installed before
all the BTL trays are inserted. In the current integration schedule this parallel integration is
the preferred scenario since it optimizes the schedule for both Tracker and BTL. The BTL trays
will be covered with a thin inner wall, likely segmented with one for each tray, for mechanical
protection and to serve as a mounting point for the Tracker services. In the current design
configuration the main TST wall would experience a thermal gradient from 0 ◦C on the inner
wall of the TST to 18 ◦C on the outside while the thin wall between BTL and Tracker will see
little or no thermal gradient. When the BTL and Tracker are warmed to room temperature
the thermal gradient across the TST wall will vanish. The thermal stress on the carbon fiber
structure during these thermal cycles is small. A significant amount of mechanical engineering
will be done by BTL institutions to customize the existing TST design for the current CMS
Tracker to the needs arising from the inclusion of the BTL.

The integration of the BTL trays into the TST will happen at the TIF at CERN. This is a dedicated
integration facility at CERN which was used successfully for the integration of the current
Tracker. A test stand in the TIF dedicated to the BTL will be set up, where a final checkout of
the trays delivered to the TIF will be performed. A CO2 cooling infrastructure is available at the
TIF to allow cold checkout of the trays before insertion into the TST. After this final checkout
the trays will be inserted into the TST with a dedicated insertion tool. This tool will allow the
alignment of the trays outside the TST with the BTL support rails and to then slide the trays
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BTL outer radius 1188 mm 
BTL inner radius 1150 mm 

BTL inner envelope 1148 mm 
TST outer radius 1221 mm 

BTL rail pitch 190.7 mm 

Figure 2.74: Picture of the TST for the current CMS Tracker (left). The structural design and
the dimensions of the new TST to house the BTL and the new Tracker will be largely identical.
Sketch of the cross section of the TST with mechanical structures to support the mounting of
the barrel timing layer and the Tracker (right). The upper and lower half-cylinders, separated
by two horizontal rails to support the Tracker, are divided in 18 compartments each to house
the BTL trays. The insert in the center of the sketch shows the region around these rails in more
detail. The rail concept to mount the Tracker is identical to the current TST.

into the TST. Then the cooling pipes will be connected, cables and fibers routed, and the tray
will be tested once more after all connections are properly dressed in the BTL service channel.
Finally the cover plates shall be installed to mechanically seal off the BTL volume and allow
the Tracker services to be mounted. From this point onward, the BTL integration will follow
the path of the Tracker. Upon completion of the Tracker integration and a joint commissioning
in the cold inside the TST the entire object will be transported to P5, lowered into the cavern
and inserted into CMS. This procedure will follow the established procedure employed for the
installation of the current Tracker inside CMS. Once the structure is mechanically fixed inside
CMS, the services will be connected. Figure 2.75 illustrates the routing of the services for the
BTL at the end of trays facing the edge of the TST, in the BTL service channel. From the service
channel the services pass through a thermal seal and then follow the Tracker services through
dedicated cabled ducts to the outside of the detector, as described in Section 2.4.5 and shown
in Fig. 2.75.

2.5 Power requirements
The barrel timing layer requires power for two major detector components:

• about 9.3 kW to supply its on-detector electronics;

• about 17 kW to provide bias to the photo-sensors at the end-of-operation of the de-
tector.

Two independent systems, the low voltage system and the bias voltage system, both described
below, deliver this power to the detector.

2.5.1 Readout Unit and power scheme

The BTL on-detector readout unit comprises three major components:
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Figure 2.75: Illustration of the service routings for the BTL and the edge of the TST into the
Tracker service channels. The Outer Tracker service channels, through which cooling pipes,
power cables and data links are routed to the outside of the CMS detector, are seen on the
top of the drawing. There are 24 such service channels. The services are distributed along the
edge of the TST through the BTL service channel to reach the trays. The Outer Tracker service
channels are limited to an area around the 12 and 6 o’clock positions while the channels at the
3 and 9 o’clock positions are reserved for the Inner Tracker. The services of the BTL have to be
routed along φ in the service channel on the TST to accommodate this.

1. Front-end ASIC board (TOFHIR ASIC board or FE Board);

2. Digital interface card (Concentrator Card, CC) interconnecting the front-end board and
the off-detector system via optical links;

3. DC-DC Power Converter Card (PCC).

The basic building block is the Readout Unit (RU) comprising 768 channels (photo-sensors). A
tray hosts 6 RUs. The power conversion system will employ:

• FEAST ASIC based DC-DC converters;

• Adjustable low dropout regulator (ALDO).

The FEASTMP CLP module developed by CERN is the present baseline. The FEAST DC-DC
converters provide power directly to the Concentrator Card. The TOFHIR ASICs are powered
from ALDOs, which in turn are powered from FEAST converters.

The basic inputs needed to develop the system are shown in the first block of Table 2.11. The
detailed power estimate for the TOFHIR ASIC, which is still under development, is given in
the second block of the table. The TOFHIR has 32 channels and the supply voltage is 1.2 V.
This voltage is obtained by means of a linear voltage regulator, the ALDO, described in Sec-
tion 2.3.1.4, with an input voltage of 1.8 V. This implies a dropout voltage of 0.6 V. The chip
ALDO V2 under development is expected to meet this requirement.

A TOFHIR board hosts six TOFHIR ASICs and six ALDO ASICs. The power consumption of
the TOFHIR board is 3.74 W with an input current of 2.08 A at 1.8 V. The breakdown of the
power requirements of the TOFHIR board is given in the third block of Table 2.11. The power
consumption of the Concentrator Card is 2.31 W as shown in the fourth block of Table 2.11,
which also lists a breakdown of the board components. The power consumption of one RU is
21.6 W, as shown in the last block of the table.

As a result, the entire BTL requires about 9330 W and one tray about 130 W, as shown in
Table 2.12. The figures correspond to the power consumption of the detector or detector unit.
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Table 2.11: Inputs and power requirements for the low voltage distribution system.
Description Value Unit
1. Basic inputs for low voltage power distribution system
ALDO Voltage Drop 0.6 V
FEAST Power efficiency 80 %
Input Voltage for FEAST 10 V
2. TOFHIR chip power requirements
Channels 32
V Supply 1.2 V
I 347 mA
Power 416 mW
Power/channel 13.0 mW
3. FE board power requirements
TOFHIR ASICs 6
Power 2496 mW
Voltage 1.2 V
Current (I) 2080 mA
ALDO ASICs 6
V drop ALDO 0.6 V
Power drop 1248 mW
Total FE board power 3744 mW
V in 1.8 V
4. Concentrator Card power requirements
lpGBT 2
TIA-OT 2
Laser driver for VCSEL 2
Precision clock 0.33
Laser diode DC 2
GBT-SCA 2
Total CC Power 2314 mW
V1 1.2 V
I1 1715 mA
P1 2057 mW
V2 2.5 V
I2 103 mA
P2 257 mW
5. Readout Unit power requirements
FE boards 4
CC 1
Power 17290 mW
Power Converter loss 3458 mW
Power in 21.6 W
V in 10 V
I in 2.16 A
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Table 2.12: Summary of BTL power requirements.
Description Voltage (V) Current (A) Power (W)
BTL Power 10 934 9330
Tray Power 10 13 130
RU Power 10 2.2 21.6

They do not take into account the losses on delivering that power to the detector or detector
unit, such as cable losses, etc.

2.5.2 BTL low voltage system

The BTL low voltage system (LVS) provides power to the BTL on-detector electronics (Sec-
tion 2.3), namely the FE Boards and the Concentrator Cards (CC). One RU comprises one volt-
age channel (LVCH). The power conversion for the RU is performed in two PCCs, which are
part of the RUs. The PCC (Section 2.3.1.9) hosts FEAST ASIC based DC-DC converters, either as
mezzanine cards using readily available FEASTMP CLP modules or directly on the PCC. The
use of DC-DC type converters represents a negative impedance to the feeding power supply,
which must be taken into account for the low voltage system design.

We plan to power each LVCH individually by one floating low voltage power supply. This
ensures well-defined return paths for the currents, minimizing potential noise performance
problems induced by the low voltage distribution system. The consequence of this choice is
that a larger number of rather small power supplies is required and more wires (of smaller
cross section) are required to distribute the power.

A BTL tray will be fed by 6 LVCHs, one per Readout Unit. Thus there will be 216 LVCHs per
BTL side and 432 in total. From the details of the power requirements provided in Section 2.5.1,
a nominal power of 17.3 W must be delivered at the output of the PCCs per each LV channel.
This corresponds to 21.6 W at 80% efficiency of the DC-DC converter.

The nominal maximum operation voltage of the FEAST ASIC is 12.0 V and the minimum oper-
ation voltage is 5.0 V. The absolute maximum rating for the input voltage is 14.0 V. We therefore
require the LVS:

• To have a nominal operation voltage of >10.0 V at the input to the DC-DC converter;

• To operate at a minimum operation voltage of 7.0 V at the input to the DC-DC con-
verter;

• To have a maximum output voltage at the LV power supplies of 12.0 V.

2.5.2.1 Power cables

Given the above requirements for the LVS, the maximum allowed voltage drop in the cables is
2.0 V. The power cables are divided into three sections:

1. From the power supplies on the balconies in UCX to patch panel 1 (PP1): 35 to 80 m;

2. From PP1 to the edge of the BTL trays (PP0): ∼4.0 m;

3. Distribution inside the tray: 0.5 to 3.0 m.

We consider the nominal input voltage to the PCC of 10.0 V. Table 2.13 summarizes the low
voltage (LV) cable parameters for the different segments.
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Table 2.13: BTL low voltage cable parameters.
Low Voltage cables

Parameter Segment 1 Segment 2 Segment 3 Unit
Max. distance 80 4 3 m
Wire cross section 1.5 0.75 0.75 mm2

Specific resistance 13 25.4 25.4 mΩ/m
Number of wires 3 2 2
Total specific resistance 4.3 12.7 12.7 mΩ/m
Voltage drops in the
power + return wires 1.42 0.21 0.16 V
for Vin PCC = 10V

The total estimated voltage drop is 1.79 V, which is within the limit of 2.0 V. This number will
slightly increase by about 50 mV by the contact resistances of the wire interconnections, result-
ing in a total voltage drop of 1.84 V. The total current will be 2.05 A and the LVPS output voltage
11.84 V. This configuration leaves ∼9% contingency to the power budget before exceeding the
2.0 V voltage drop limit. The system will as well operate at an input voltage to the PCC of 7.0 V.
In this case the current would be 2.93 A, the voltage drop 2.61 V and the power supply output
voltage 9.61 V. This constitutes an extra head room for the LVS system in case of larger power
needs at the cost of going beyond 2.0 V drop in the supply lines. Moreover, having multiple
wires allows the operation of the LVCH with a single broken wire in one of the segments again
at the cost of a larger voltage drop.

Inside the BTL tray described in Section 2.3, we will use a cable harness made of individual
wires. Two pairs of power and return wire, which terminate in a 2-pin Hirose DF64 series
connectors (or similar), which in turn plugs into receptacles on the CC. A 25-pin D-sub type
connector terminates the other end of the cable harness. Following the installation of the tray
inside the tracker support structure, this connector is fixed inside the service channel close to
the edge of the tray. Going outwards from the edge of the tray to PP1 (segment 2) the baseline
solution is a cable with 26 wires of 0.75 mm2, serving one full tray with LV. Like inside the
tray two groups of power plus return wire are used for one low voltage channel, adding up
to 24 wires in total. We require no special screening for this cable. The insulation is chosen to
minimize the overall cable diameter while being sufficiently radiation hard. A sketch of the
cable is shown in Fig. 2.76 (left). The outer diameter obtained, 13.4 mm, is indicative and might
change in the final cable construction made by a cable manufacturer. The cable end on the BTL
tray will be terminated with a 25-pin Sub-D type socket. The end plugging into PP1 will be
either terminated by:

• a 25 pin Sub-D type plug or

• a 37 pin Sub-D type plug,

depending on the PP1 interface board layout.

Going further outwards from PP1 to the LVPS a cable with larger cross section wires is used in
order to limit the voltage drop over this large supply distance. The cable will have 19 wires of
1.5 mm2 cross section. A sketch of the cable layout is given in Fig. 2.76 (right). The estimated
outer diameter is 15.0 mm. We will use three groups of power plus return wires, corresponding
to six wires in total, to provide the power for one LVCH. Thus one cable corresponds to three
LVCHs and consequently two such cables are used to deliver LV power to one BTL tray. The
two cables will be terminated at the PP1 by:
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Figure 2.76: Left: LV cable between BTL tray and PP1, 26 wires of 0.75 mm2. Right: LV cable
between PP1 and the low voltage supplies, 19 wires of 0.75 mm2. The outer sleeve material for
both cable types is Polyethylene to comply with CERN safety rules.

• two 25 pin Sub-D type socket or

• one 37 pin Sub-D type socket,

depending on the PP1 interface board layout.

The termination of this LV cables on the LV power supply end will be adapted to the low
voltage power supplies chosen eventually.

2.5.2.2 Power supplies

We plan to develop a modular custom solution adapted to the BTL needs based on existing
CAEN or Wiener power supply solutions. The supply is required to provide floating supply of
up to 3.5 A, up to 14.0 V at maximum 50 W, maintaining the voltage stable within 5 mV. Fur-
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Table 2.14: Low Voltage power supply requirements.
Performance Min Typical Max Unit
Output voltage 0 15 V
Output current 0 5 A
Output power 50 W
Voltage stability peak-to-peak <5 mV
(Ripple + Noise) 100 MHz
Voltage precision <25 mV
Operation
Remote Sensing NO
Interlock, hardwired YES
Over voltage knockout YES
Under voltage knockout YES
Voltage adjustment 10 mV
Current limit adjustment YES 10 mA
Over voltage limit adjustment YES 10 mV
Voltage reading YES 10 mV
Current reading YES 5 mA
Control interfaces Ethernet

Can bus

thermore, the supplies will have precise output voltage adjustment, over- and under-voltage
protection, over-current protection, over-voltage and over-current limit adjustment, hardwired
interlock, precise voltage and current readings and CAN-BUS and Ethernet interfaces depend-
ing on the BTL detector control systems requirements, as shown in Table 2.14.

The Wiener MPOD system with MPV 8016I modules, providing 8 channel, 0–15 V, 0–5 A, 50 W,
is a good example for a starting point for the development. CAEN provides a similar system
employing the A2519, 8 channel, 0–15 V, 0–5 A, 50 W power supply module. These modules fit
into SY4527 and SY1527 mainframes.

The power modules and the chassis need adaptation for the radiation and magnetic field lev-
els. All other parameters of the module satisfy or exceed our requirements. The 8U Chassis
of the Wiener MPOD system can host up to 10 MPV8016I modules. One chassis equipped
with nine modules has a total of 72 channels, corresponding to the LVCHs of 12 BTL trays.
Thus, six chassis and 54 MPV8061I modules are required to power the entire BTL. We note that
the required radiation and magnetic field tolerance of the modules and crates might increase
their size. Consequently, the final bias voltage power supplies might require more crates and
modules than the standard version, used here as an illustration.

2.5.3 The BTL bias voltage system

The BTL bias voltage system provides power to the silicon photo-multipliers (SiPMs) used as
photo-sensors, described in Section 2.2.2. The operation voltage range is 30–77 V depending
on the SiPM type eventually chosen. The absolute maximum power consumption specified
for the sensors is 50 mW at end of operation of the detector. It originates from the limitations
of the CO2 cooling system of the BTL, providing maximum 25 kW of cooling power for the
SiPM sensors. This corresponds to currents of 1.67 mA and 0.65 mA for 30 V and 77 V op-
eration voltage, respectively. The operation voltage range for the SiPM covers the full span
of operation voltages. In particular, it includes an over-voltage range of 0–2.5 V, the radiation
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Table 2.15: HPK-S12572 photo-sensor parameters relevant for the bias supply system dimen-
sioning (Vbr stands for breakdown voltage).

Operation voltage and voltage stability
Min Typical Max Unit

Over-voltage for operation 2.5 V
Radiation induced Vbr shift after 3000 fb−1 4.0 V
Temperature induced Vbr shift (23 to −30) ◦C −3.0 V
Breakdown voltage 62 66 70 V
Overall operation range 59 76.5 V
Bias voltage supply range 57 82 V
Over-voltage stability 5 %

Power consumption and current
Power after 3000 fb−1 50 mW
Power contingency factor 1.5
Absolute maximum power after 3000 fb−1 75 mW
Absolute maximum current for operation voltage range 0.88 1.44 mA

dependent breakdown voltage drift of 0–4.0 V, the temperature-dependent change of the break-
down voltage of−3.0 V, for a temperature variation between 23 and−30 ◦C, and the maximum
breakdown voltage range specified by the manufacturer. Starting at the maximum breakdown
voltage for the HPK-S12572 sensors of 70.0 V and adding the over-voltage for operation as well
as the radiation-induced voltage drift we arrive at 76.5 V. We round up this value and obtain
a maximum operation voltage of 77 V. The required bias voltage supply range is derived from
the operation voltage taking into account the voltage drop range in the supply lines and adding
some extra headroom. Operation parameters relevant for the dimensioning of the bias supply
system are summarized in Table 2.15 for the Hamamatsu type photo-sensors.

The specifications for FBK type sensors and for Hamamatsu HDR2 sensors are based on R&D
samples. The breakdown voltage of the FBK sensor is 36.3 V at room temperature (23 ◦C) and
34.2 V at −30 ◦C and the breakdown voltage of the Hamamatsu HDR2 sensor is 37.6 V at room
temperature and 35.8 V at −30 ◦C. The maximum breakdown voltage range is not known. We
assume a range of ±10% arriving at a minimum operation voltages of 30.8 V and 32.2 V for
FBK and Hamamatsu HDR2, respectively. Rounding down the lower of the two values, we
arrive at a lower limit of the operation voltage range of 30 V.

Groups of 384 SiPMs are biased from a single supply line, representing one bias voltage channel
(BVCH). A RU serves 768 photo-sensors, corresponding to two BVCHs. Each of the BVCHs
serves the SiPMs connected to two front-end cards in the RU. A tray with six RUs requires 12
BVCHs. The full BTL, comprising 72 trays, has 864 BVCHs. Given the above stated requirement
of 50 mW per SiPM, the absolute maximum power at the load of a BVCH is 19.2 W. The power
required per tray is 231 W and 16.6 kW for the full detector, as summarized in Table 2.16.

The bias voltage system uses floating power supplies which connect with four wires to the
load, providing remote sensing of the bias voltage. The supply lines as well as the remote
sense wires are connected to one of the two FE cards belonging to the same BVCH. At this
point also the supply and sense wires are connected. The second FE board, part of the same
BVCH, is connected via a jumper cable. The floating returns of the BVCHs are connected at
the FE card to the reference potential of the FE card, which is in turn connected to the reference
potential of the Readout Unit. A connection of the reference potential of the Readout Unit to a
common tray or detector reference voltage is optional. It is not mandatory for the operation of
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Table 2.16: BTL bias system modularity and power requirements.
Bias channels Photo-sensors Power Unit

Photo-sensor 1 50 mW
Bias channel 1 384 19.2 W
Readout Unit 2 768 38.4 W
Tray 12 4608 231 W
Half BTL 432 165888 8.30 kW
BTL 864 331776 16.6 kW

Table 2.17: Bias cable parameters and parameter estimate.
Parameter Total Segment 1 Segment 2,3 Unit
Maximum Power 19.2 W
Load Voltage 27 V
Load Current 0.64 A
Bias Supply output voltage 30.5 V
Cross section 0.75 0.35 mm2

Resistance 25.4 86.5 mΩ/m
Cable length 80 7 m
Total Resistance (bias + return) 4.1 0.8 Ω
Current density 1.0 1.9 A
Voltage drop 3.5 2.9 0.37 V
Power drop 2.5 2.1 0.4 W
Efficiency 87 89 98 %

the system.

2.5.3.1 BTL bias cables

The bias voltage cables are split into three segments. Segment 1 runs over 35 to 80 m from
the bias supplies to patch panel 1 (PP1). Segment 2 runs from PP1 to the edge of the BTL
trays. It is 4 m long. Segment 3, distributes the bias voltage inside the tray, with a maximum
of ∼3 m cable length. For the segment 1 we use cables with 26 individual wires of 0.75 mm2

comprising 6 bias power groups of 4 wires, bias, bias return, sense and sense return, shown
in Fig. 2.77. Cable construction includes a braided shielding, high frequency shielding foil
and a drain wire connected to the detector reference potential at the entrance of the detector
enclosure. The cable will have an approximate outer diameter of 13.4 mm, depending on the
isolation material of the wires and the outer sleeve (Fig. 2.77). Two such cables provide the
bias to the 12 bias channels of one tray, corresponding to 144 bias cables. In the segment 2
we use the same construction, channel counting and arrangement, just with a smaller wire
cross section of 0.35 mm2, which will result in an outer diameter of approximately 11 mm.
For estimating the maximum voltage drop in the supply cables, we use a load voltage of 27 V,
corresponding to the minimum operation voltage of 30 V−10%. We obtain a maximum voltage
drop of 3.5 V. Another voltage drop of ∼1.5 V is estimated in the bias voltage distribution and
voltage adjustment network. Both of these numbers are taken into account for the BVPS output
voltage requirements. Current densities in the wires are 1.0 and 2.0 A/mm2 for segments 1 and
2, respectively. Details about cable parameters are given in Table 2.17. Inside the BTL tray,
segment 3, wire cross sections between 0.25 and 0.5 mm2 will be used. The above values are
obtained with 0.35 mm2 wire cross section for the distribution of the bias voltage inside the
trays.
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Figure 2.77: Sketch of bias cable construction with 0.75 mm2 wires (segment 1), without braid,
high frequency shielding, and drain wire.

Table 2.18: Bias voltage channel power and current ranges at 50 mW per photo-sensor.
Min Typical Max Unit

Operation voltage limits 30 77 V
SiPM Current 0.65 1.67 mA
Bias channel current 0.25 0.64 A
Bias channel power 19.2 W

2.5.3.2 Bias voltage supplies

The bias voltage supplies are located on the balconies inside the experimental cavern, at a dis-
tance of 35 to 80 m from the detector. The radiation levels at this location are a total integrated
dose of 32 Gy, a proton fluence of 8×1010 cm−2 (>20 MeV) and 1 MeV equivalent neutron flu-
ence of 8×1011 cm−2 for a maximum integrated luminosity of 4000 fb−1. The magnetic field in
the location of the power supplies is <0.1 T.

The power required per BVCH of 19.2 W, corresponding to 0.64 and 0.25 A for 30 and 77 V
operation voltage, respectively (Table 2.18), is typical for low voltage supplies.

We plan to develop a modular custom solution adapted to the BTL needs based on existing
CAEN or Wiener power supply solutions. The bias voltage supply (BVPS) is required to pro-
vide floating power with a current of up to 1.0 A, up to 82 V at a maximum of 50 W, with
remote sensing, maintaining the voltage stable within 8 mV. Furthermore, the supplies will
have precise output voltage adjustment, over and under voltage protection, over current pro-
tection, over voltage and over current limit adjustment, hardwired interlock, precise voltage
and current readings with CAN-BUS and Ethernet interfaces depending on the BTL detector
control systems requirements, shown in Table 2.19. These values will be adjusted as soon as
the final sensor type is selected.

The Wiener MPOD system is a good example for a possible starting point and will be used for
illustration. We will use MPV8060I 8 channel modules providing 0–60 V, 1 A and 50 W/ch and
a static voltage regulation of better than 10 mV. More details are available in the Wiener MPOD
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Table 2.19: Photo-sensor bias supply channel parameters at 50 W.
Performance Min Typical Max Unit
Bias supply voltage range 25 82 V
Bias supply current range 0 1 A
Bias supply power 50 W
Voltage stability (Ripple + Noise) <8 mV
Voltage precision <25 mV
Operation
Remote Sensing YES
Interlock, hardwired YES
Over voltage knockout YES
Under voltage knockout YES
Voltage adjustment <8 mV
Current limit adjustment YES
Over voltage limit adjustment YES
Over current limit adjustment YES
Voltage reading YES <8 mV
Current reading YES 0.6 mA
Control interfaces Ethernet

CAN bus

system technical specifications [64]. An adaptation of the modules with respect to the maxi-
mum output voltage range and for magnetic field and radiation tolerance is required. All other
parameters already satisfy or exceed our needs. The modules are hosted in an adequate MPOD
19 inches rack-mountable crate with 8U height using bottom cooling air intake. The crate hosts
an MPOD controller as a plugin card providing Ethernet, CAN-bus and USB control interfaces.
In addition it provides space for 10 MPV8060I modules. The crate requires modification in
particular with respect the primary power supply, in order to meet the magnetic field require-
ments.

One crate will host nine modules, providing bias to the 72 channels of four trays, thus in total
18 crates, nine per BTL side, are required. We note that the required radiation and magnetic
field tolerance of the modules and crates might increase their size. Consequently, the final bias
voltage power supplies might require more crates and modules than the standard version, used
here as an illustration.
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The Endcap Timing Layer

3.1 Overview and principle of operation
The endcap regions of the CMS detector will be instrumented with two disks of MIP-sensitive
silicon devices with excellent time resolution, covering a pseudorapidity range from about 1.6
to 3.0. This Endcap Timing Layer (ETL) will be mounted in its own independent, thermally
isolated volume, on the nose of the endcap calorimeter (CE). Specifically, the ETL will be lo-
cated on the interaction side of the neutron moderator at a distance of about 2.98 m from the
interaction point, as shown in Fig. 3.1. It uses a cold, dry volume that is isolated from the CE
so that the two detectors can each be operated independently of the cooling flow in the other
detector. This allows independent access to the ETL during LHC shutdown periods for repairs
and replacements of faulty components.

Figure 3.1: Placement of the endcap timing layer on the calorimeter endcap structure. The ETL
(shown in blue) is placed on the interaction side of the polyethylene neutron moderator (shown
in red). The ETL and CE detectors are in two separate cold volumes, with each detector having
its own thermal screen (shown in yellow). This makes it possible to access the ETL detector for
maintenance during cold operation of the CE detector.

103
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Figure 3.2: Cross-sectional view of the ETL along the beam axis. Shown are two disks popu-
lated with modules on both faces, along with the support structure and CO2 cooling pipe inlets.
The interaction point is to the left of the image.

The detailed position of the disks and the thermal screen are illustrated in Fig. 3.2. Sensor
modules are mounted on all four faces of the two disks in each endcap in an x − y layout as
shown in Fig. 3.3. The sensors are placed in a staggered way such that areas for read out,
power, and cable infrastructure, arranged in channels along each line of sensors on one face,
are covered by the sensors on the opposite face. The fractional area of each disk that is sensitive
to MIPs is greater than about 85%. The use of two such disks per endcap, adjacent to each other
with 20 mm z-separation, provides hermetic coverage and an average of about 1.7 hits per track,
with a total sensor area of about 7.9 m2 per endcap. The symmetry of the layout allows each
disk to be composed of four identical and independent 90◦ structures, called wedges, which
can be installed onto the CE or removed from the detector even with the beam pipe in place.

The total amount of space required along the beam axis for the detector is 45 mm, plus 20 mm
for the additional thermal screen between the ETL and CE cold volumes. This space can be
accommodated on the nose of CE without changing its envelope by reducing the thickness of
the polyethylene neutron moderator from 15.7 cm, the value used in the CE TDR [7], down to
12 cm. The neutron moderator protects the tracker from the flux of neutrons that originate from
hadron interactions in the CE. The reduced neutron moderator thickness increases the particle
flux in the tracker; the largest change of fluence is around 12–15% and occurs at the largest
radius of the last tracker endcap double-disks (TEDD-5). The change in fluence is about 5–7%



3.1. Overview and principle of operation 105

Figure 3.3: Sensor placement on one face of a disk. The modules are arranged in an x − y
layout, with readout channels placed between them to host powering and readout circuitry
and provide cable servicing.

at intermediate radii of TEDD-5 and about 2–4% at the innermost radii of TEDD-5. The change
in fluence for the rest of the OT is below 5%.

3.1.1 Radiation levels

The radiation level expected at the ETL location are the main driver for the choice of silicon
sensors over other technologies. Figure 3.4 (left) shows the fluence as a function of radius, at
three different moments in time during the HL-LHC physics program; the fluence will reach
values above 1× 1015 neq/cm2 only in the second half of the HL-LHC period for radii below
50 cm. On the right-hand side, the maximum fluence reached by a given fraction of the ETL
detector is shown. These plots show that a large fraction of ETL will receive a rather mild
dose: 50% of the sensors will be exposed to a fluence of less than 5× 1014 neq/cm2, 80% to less
than 8× 1014 neq/cm2, while the innermost 10% of the detector will be exposed to more than
1× 1015 neq/cm2.

3.1.2 Relevant parameters in the determination of the time resolution

The timing capabilities of silicon sensors can be understood by modeling the sensor as a capac-
itor (CDet) with a current source in parallel, read out by a pre-amplifier that shapes the signal.
The pre-amplifier output is then compared to a fixed threshold (VTh) to determine the time of
arrival. The time resolution can be expressed as the sum of several terms: (1) jitter; (2) fluctua-
tions of the ionization process, both in its total amount and in its local distribution, producing
amplitude and shape variations, respectively; (3) signal distortion; and (4) TDC binning:

σ2
t = σ2

Jitter + (σTotal ionization + σLocal ionization)
2 + σ2

Distortion + σ2
TDC. (3.1)

Each of these terms is described below (see Ref. [65] for details):
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• σJitter: the jitter term is given by the ratio of the noise N over the signal slew rate
dV/dt, σJitter = N/(dV/dt). The noise is the sum of components from electronic

noise and sensor shot noise: N =
√

N2
El. + N2

Shot. The sensor shot noise is a sub-
leading contribution, see Section 3.2.4. Ignoring NShot, the jitter can be expressed as
σJitter ∝ enCd

Qin

√
trise where en is the electronic noise, Cd the detector capacitance, Qin

the total signal charge and trise the signal rise time at the input of the comparator.
The jitter is therefore minimized by large signals, small capacitance, and fast rise
time.

• σTotal ionization + σLocal ionization: the ionization process changes on an event-to-event
basis both in total magnitude (σTotal ionization) and in the non-uniform creation of
electron-hole pairs along the particle path (σLocal ionization). These two effects are cor-
related as large non-uniform ionizations often lead to large total ionizations, e.g.,
due to delta rays. The effect on the time resolution of varying total ionization,
the so-called time-walk effect, is largely compensated using a correction from mea-
surements of the total ionization with a time-over-threshold circuit (Section 3.3.6).
The second term, σLocal ionization, arises from the variation of the signal shape due
to non-uniform ionization. These signal shape variations, called Landau noise, are
the intrinsic limiting factor for the achievable time resolution. They depend on the
sensor thickness [65], but not on the gain value. As explained in more detail in
Section 3.2.4.6, the Landau noise contributes 30–35 ps to the time resolution, and it
dominates over the jitter term once the gain is larger than about 10–20.

• σDistortion: this term is due to the non-uniform weighting field and the non-saturated
drift velocity. The first term is reduced to a small contribution by using a parallel
plate geometry that has a uniform weighting field; in the ETL design each pad has
an extension of at least 1 mm in each direction, while the thickness is about 50 µm,
yielding an almost perfect parallel plate configuration. Distortion due to the non-
saturated drift velocity is minimized by operating the sensor at a sufficiently high
bias voltage where the charge carriers’ velocity is saturated.

• σTDC: the effect of the TDC binning is discussed in Section 3.3.6.

Figure 3.4: Left: ETL exposure to irradiation, in 1 MeV neutron equivalent per cm2, as a func-
tion of radius for three points in time during the expected HL-LHC 3000 fb−1 lifetime. Right:
The maximum fluence experienced by a given fraction of the ETL area.



3.2. Silicon sensors 107

3.2 Silicon sensors
3.2.1 Design and specifications

The design for a hermetic precision MIP timing detector in the CMS endcap region requires a
uniform and efficient device capable of operating with sufficient radiation resistance to main-
tain performance throughout the lifetime of the HL-LHC. To meet these needs the ETL will
be instrumented with Ultra-Fast Silicon Detectors (UFSDs), planar silicon devices based on
the Low-Gain Avalanche Detector (LGAD) technology [27, 28]. UFSDs incorporate a low,
controlled gain in the signal formation mechanism, as shown in Fig. 3.5. Charge multiplica-
tion happens when the charge carriers are in electric fields above E ≈ 300 kV/cm, when the
electrons (and to a lesser extent the holes) acquire sufficient kinetic energy to generate addi-
tional e/h pairs. The field value can be obtained by implanting an appropriate doping density
(ND ≈ 1016/cm3) that locally generates very high fields when depleted. The gain has an ex-
ponential dependence on the electric field N(l) = Noeα(E)l , where α(E) is strongly dependent
on the electric field and l is the path length inside the high-field region. The gain layer is re-
alized through the addition of a p-type implant and, to avoid breakdown, its lateral spread
is controlled by deep n-doped implants, called Junction Termination Extension (JTE). Typical
gain values are in the 10–30 range, which is modest compared to gains of thousands or more
in APDs or SiPMs. Three vendors have successfully produced optimized UFSDs, which have
been tested by CMS and are being considered for providing the ETL sensors: Centro Nacional
de Microelectronica (CNM), Barcelona [27, 66, 67], Fondazione Bruno Kessler (FBK) [68, 69],
and Hamamatsu Photonics (HPK) [70, 71].

Achieving good time performance at low gain requires pixels (also called pads) with a size
less than a few mm2, to limit the sensor capacitance, implying that a large number of pixels is
required to cover the 7.9 m2 of each ETL endcap. The design studied in the 2017 CMS MTD
Technical Proposal (TP) used very large sensors, 5 × 10 cm2, with 3 × 1 mm2 pixels. Our
R&D and design optimization studies have led to an updated design that now features smaller
sensors, 21.2× 42 mm2 with square pixels of 1.3× 1.3 mm2. We have prepared a wafer layout
for these sensor sizes, as shown in Fig. 3.6, and are pursuing updated quotes with vendors. The
adoption of smaller sensors and pixels relative to the TP design has two important cost saving
advantages: the smaller sensor size makes more efficient use of the 6-inch silicon wafers, and
smaller sensors have a higher yield. An important advantage of the new sensor design is that
the pixel capacitance is halved, improving the timing performance of the ASIC.

An extensive R&D program is being executed in order to optimize sensor manufacturing de-
tails for the needs of the ETL. This includes examination of different doping schemes to maxi-
mize radiation resistance, studies aimed at improving inter-pixel gaps and reducing dead area,
and tests of sensor uniformity and performance towards the ultimate vendor selection.

Figure 3.5: Cross-sectional diagrams comparing a standard silicon detector and a UFSD with
an additional p implant providing the larger electric field needed for charge multiplication.
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Figure 3.6: Layout of the ETL sensors on a 6-inch wafer, with the pixels shown. We are also
investigating with vendors the feasibility of a layout with a more aggressive approach of using
a 6 mm stay-clear region around the edge of the 75 mm wafer, instead of the 7 mm stay-clear
scenario shown here.

3.2.2 Radiation hardness studies

Radiation damage in silicon sensors causes three types of effects:

1. decrease of the charge collection efficiency,

2. increase in leakage current, and

3. changes in the sensor doping profile, decreasing the effectiveness of the amplification
layer.

These three effects impact UFSDs in a different way than standard PiN diodes: (1) since the
sensitive region in a UFSD is thin, with an ≈ 50 µm thick depletion region within a normal
300 µm thick wafer, the decrease of charge collection efficiency is moderate; (2) for the same
reason, the increase in leakage current is also moderate, however the current is multiplied by
the internal gain. The leakage current should be kept low to control both power consumption
and shot noise, so low temperature operation (≈ −30 ◦C) is necessary for irradiated UFSDs.
The last point, (3) changes in the sensor doping profile, represents the most important aspect
for UFSD operation, as it directly impacts the gain mechanism. It will be explained in more
detail in this section.

It has been shown in previous studies [72–74] that neutron and charged hadron irradiation
reduces the gain in UFSDs. This effect is caused by the initial acceptor removal mechanism that
progressively deactivates the acceptors forming the gain layer. The effects of initial acceptor
removal on the silicon bulk was first measured in standard boron-doped silicon sensors more
than 20 years ago [75]. In addition, irradiation causes the creation of acceptor-like defects due
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to the creation of deep traps. These combined effects make the acceptor density ρA depend on
the fluence φ as [65, 76]

ρA(φ) = geff φ + ρA(0) e−c(ρA(0))φ, (3.2)

where geff = 0.02 cm−1 (chapter 5 of Ref. [77]) is the acceptor creation coefficient, φ is the ir-
radiation fluence with units of cm−2, ρA(0) (ρA(φ)) is the initial (after a fluence φ) acceptor
density with units of cm−3, and c is a parameter, with dimension [cm2], that depends on the
initial acceptor concentration ρA(0) and on the type of irradiation. The first term of Eq. 3.2
accounts for acceptor creation by deep traps. The second term accounts for the initial acceptor
removal mechanism wherein the acceptor is dislocated from the lattice. The key parameter
in the characterization of the radiation hardness of an UFSD sensor is the coefficient c(ρA(0))
in the exponent of Eq. 3.2: lower values of c(ρA(0)) indicate a slower acceptor removal with
irradiation. This coefficient depends on both the initial gain-layer acceptor concentration and
the presence of impurities, implanted to slow down the effect of irradiation. The factor c can
be rewritten as the fluence, φo = 1/c, that reduces the initial doping density ρA(0) to 1/e of its
initial value.

During the development of the ETL sensors, several UFSD productions with different acceptor
types (boron and gallium), different gain layer doses and diffusion processes (obtained using
two different temperatures indentified as high and low), and/or added impurities, have been
performed in order to evaluate which option yields the most radiation-hard solution. Pro-
ductions with the gain layer composed of high-diffusion boron, low-diffusion boron, gallium,
boron plus carbon, and gallium plus carbon have been completed and exposed during several
irradiation campaigns to neutrons or charged hadrons.

The following irradiation campaigns are being used for the radiation resistance studies:

• neutrons at the research reactor at JSI institue in Ljubjiana [78];

• 23 MeV protons at the Karlsruhe Institute of Technology (KIT), Germany [79];

• 70 MeV protons at the Cyric Cyclotron and Radioisotope Center (CYRIC), Tohoku
University, Japan [80];

• 800 MeV protons at the Los Alamos Neutron Science Center (LANSCE) proton ac-
celerator, USA (in progress);

• 24 GeV protons at the IRRAD facility at CERN, Switzerland [81].

Since the damage to the silicon lattice from charged hadrons and neutrons dependends on
the particle energy, the fluences are multiplied by a non-ionizing energy loss (NIEL) factor
that scales it to an equivalent 1 MeV neutron fluence. The NIEL factor, however, has been
computed to normalize the amount of leakage current created by hadrons to that created by
1 MeV neutrons. It might not be the correct factor to also normalize the acceptor removal
rate, since the type of lattice damage for the processes is different. For the charged hadron
irradiation campaigns, the proton energies were chosen to cover a large range of NIEL values
in order to test the compliance with the NIEL hypothesis, as shown in Fig. 3.7.

Figure 3.8 shows the measured values of c(ρA(0)) from neutron irradiation of sensors from
the different foundries and for different densities of implanted carbon, where A is the lowest
dose, B is twice, C is three times, and D is five times the dose of A. In this plot, lower values of
c(ρA(0)) indicate slower acceptor removal rates and therefore higher radiation resistance.

Table 3.1 reports the measured values of c(ρA(0)) for selected proton and neutron irradiations
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Figure 3.7: NIEL factor for protons as a function of energy and the four energies used in the
irradiation campaigns.

Figure 3.8: Value of the acceptor removal coefficient c(ρA(0)) for different vendors and densi-
ties of carbon. The plot also shows three parametrizations of c(ρA(0)): (top) no carbon, (mid-
dle) carbon dose B, C, and D, and (bottom) carbon dose A.

(the Los Alamos samples have not yet arrived). The first 3 columns list the values of c(ρA(0))
without applying the NIEL factor, while the last two columns report the measured value of
the NIEL factor extracted from these measurements. The results up to this point show that
the acceptor removal rate caused by protons is about a factor of two higher than predicted
by the NIEL factor. Even including this factor, the damage from charged hadrons, given their
moderate fluence in ETL, does not constitute a problem for the ETL operation.

Our irradiation campaigns have demonstrated that (1) a moderate amount of carbon added to
the gain layer is beneficial, (2) higher carbon densities are detrimental, (3) higher initial acceptor
densities are beneficial, and (4) the use of gallium instead of boron for the gain layer doping is
detrimental [74].

The different values of c(ρA(0)) determine the evolution of the value of the gain with irradi-
ation, and by how much the bias voltage needs to be increased to compensate for the loss of
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Table 3.1: Summary of the measured c(ρA(0)) for proton and neutron irradiations. The last two
columns show the NIEL factors calculated from these measurements.

c(ρA(0)) for: KIT IRRAD JSI KIT/JSI IRRAD/JSI
p, 23 MeV p, 23 GeV n Expected Expected

NIEL = 2–3 NIEL = 0.4–0.6
Sensor [cm2] [cm2] [cm2] Measured NIEL Measured NIEL

FBK UFSD2 B+C 7.8 3.3 2.1 3.7 1.6
FBK UFSD2 B 16.6 6.5 5.4 3.1 1.2

FBK UFSD3 B LD + C 6.5 1.56 4.2

Figure 3.9: Gain as a function of bias voltage for different neutron fluences for sensors manu-
factured by CNM, HPK, and FBK. The dashed line in each plot shows gain = 10.

Figure 3.10: Bias voltage required to maintain a gain of 10 as a function of fluence for sensors
from HPK, CNM, and FBK. The dotted lines on the plot show the parametrizations used in the
calculations for the power consumption.

doping. Figure 3.9 shows the evolution of the gain value as a function of bias voltage at dif-
ferent fluences for HPK, CNM, and FBK. In each plot, a dashed black line indicates gain = 10.
Figure 3.10 shows the bias voltage required to maintain a gain of 10 as a function of fluence
for sensors from HPK, CNM, and FBK. Interestingly, sensors from HPK and CNM present the
same dependence, while FBK sensors, given the lower values of c(ρA(0)) from the presence of
carbon, can obtain a gain of 10 at a lower bias as a function of fluence. The studies performed
so far indicate that all vendors can successfully manufacture sensors able to deliver a gain of at
least 10 up to the end of the CMS HL-LHC lifetime.
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Figure 3.11: Bias voltage required to maintain a gain of 10 as a function of radius for sensors
from FBK (left) and HPK or CNM (right) at three points in time during the expected HL-LHC
3000 fb−1 lifetime.

3.2.3 Biasing scheme and power dissipation

The parametrization shown in Fig. 3.10 can be used to predict the value of the UFSD bias
voltage as a function of radius at any point in time during the lifetime of HL-LHC. Figure 3.11
shows the bias voltage as a function of radius for 25, 50, and 100% of the HL-LHC lifetime
for FBK (B+C) and HPK or CNM sensors. The plots show that a larger increase of the bias
voltage is needed as a function of the radius to maintain a gain of 10. For CNM and HPK
(right side of Fig. 3.11) the gain layer is almost totally deactivated at small radius by the end of
the lifetime. In this condition, the necessary gain is obtained by applying the highest possible
value of bias compatible with low-noise operation. As Fig. 3.20 shows, after heavy irradiation
(above 1× 1015 neq/cm2) FBK (top plot) and HPK (bottom plot) sensors can withstand up to
700–730 V without reaching breakdown, but the time resolution worsens since the gain at the
maximum operating bias voltage is lower.

As is shown in Fig. 3.3, the sensors will be placed on the ETL surface on a grid aligned along
the x − y coordinates, so some sensors will have the short side (2 cm) along the radius, while
others will have the long side (4 cm) along the radius. Figure 3.11 shows that the part of the
sensor at lower radius would have an optimum bias voltage higher than its other part located
at a larger radius. Since a single bias voltage is applied to the whole sensor, and its value is
driven by the side that can hold the lower voltage, the other side will be biased to a value
that is lower than optimum. Figure 3.12 shows the difference in optimum bias voltage for the
sensors aligned with the long side along the radius (worst case). For the FBK sensors using
carbon co-implantation (left side), the maximum underbias will be about 40–60 V, while for
sensors from CNM and HPK (right side) it will be about 70–100 V. The CNM and HPK sensors
will reach a complete removal of the gain layer at about 50% of the HL-LHC lifetime, yielding
a constant optimum bias voltage at the maximum of 700 V.

Irradiation increases the sensor leakage current and causes an increase of the optimum bias
voltage; both factors contribute to an increase of the sensor power consumption. Figure 3.13
reports the power generated by the bias current in each 4 cm ring for a single sensor layer kept
at T = −20 ◦C. As the sensors from FBK are biased at a lower voltage, their power requirement
is marginally lower. As listed in Table 3.2, the power generated by the sensors in one ETL layer
at T = −20 ◦C is for FBK (CNM, HPK) about 40 W (50 W) at 25% lifetime, about 90 W (140 W) at
50% lifetime, and about 230 W (360 W) at 100% of lifetime. The power consumption decreases
by a factor of about 3 going from T = −20 ◦C to T = −30 ◦C.
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Figure 3.12: Difference in the optimum bias point over a radial distance of 4 cm at three points
in time during the expected HL-LHC 3000 fb−1 lifetime. The results for sensors from FBK are
shown on the left and results from CNM and HPK sensors are shown on the right. The dashed
lines indicate a region where the sensors are biased to the maximum possible voltage.

Figure 3.13: Power consumption from bias voltage in each 4 cm wide ring for sensors from FBK
(left) and HPK and CNM (right).

Table 3.2: Total power from bias current generated in all ETL sensors at −20 ◦C.
Foundries 25% lifetime 50% lifetime 100% lifetime

FBK 150 W 350 W 900 W
CNM, HPK 200 W 550 W 1450 W

3.2.4 Performance

Particles crossing the ETL will hit at most two silicon layers. The design of the sensors requires
a detailed optimization since the best time resolution is achieved for tracks with two hits, and
when each of the two hits is of good quality (high gain, low noise, and uniform response). To
achieve this goal, the following parameters have been studied and optimized:

• Fill factor: the fill factor is the ratio of the active and the total sensor area which
can be less than 100% due to no-gain areas and the edge width. A higher fill factor
increases the number of two-hit tracks.

• Wafer uniformity, quality of multi-pad sensors, and single pad leakage current:
it is important that the production is very uniform and all sensors have the same
gain, and therefore equal time resolution. The ETL production yield and single pad
quality have been evaluated.

• Hit efficiency and signal uniformity: silicon sensors have close to 100% efficiency.
In detectors with internal gain, the efficiency remains high only if the gain is uniform
within the pad and the whole sensor, so all hits are above threshold.
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Figure 3.14: Schematic representation of the charge carrier drift lines for a standard silicon
sensor (left) and for an UFSD (right).

• Gain and Noise: an excellent time resolution can only be achieved by the electronics
if the sensors provide large signals, requiring high gain and low noise.

• Long term stability: the stability may be affected by annealing effects. It is important
to assure that the UFSD design is not sensitive to this effect.

• Failure modes: the high bias voltage needed to recover the gain might lead to detec-
tor damage. Stringent operational procedures need to be followed to avoid damage.

• Time resolution: the time resolution achieved with custom, low-noise front-end
boards provides a measure of the sensors’ capabilities in near ideal conditions.

In the past few years several UFSD productions have been manufactured by CNM, FBK and
HPK to optimize these aspects, in the following a brief summary is presented.

3.2.4.1 Fill Factor

The main component determining the fill factor is the no-gain space between pads. As shown
in Fig. 3.14 (left), in standard planar silicon detectors the fill factor is almost 100% since the
electric field lines are always closing on the electrodes. This remains true in the UFSD design,
Fig. 3.14 (right), but not all electric field lines cross the gain layer; in the volume where this
happens, the signal is still present but without gain. This effect is caused by the junction ter-
mination extension (JTE), which is an n-doped deep well. CNM, FBK and HPK have produced
structures with different interpad distances and widths of the isolation p-stop implants, aimed
at maximizing the fill factor while keeping good isolation between pads.

The no-gain separation has been measured in beam tests at FNAL [82] and in laboratory bench
tests [83]. In the laboratory tests, specially designed UFSD structures having a small region
without metal traces from one pad to the neighboring one were used in conjunction with a laser
set-up mounted on a precision x − y table. In a simplified view, the amplitude of the signals
measured on a pad as a function of the laser spot position is a sigmoidal function obtained
by the convolution of a step function (gain – no gain) with a Gaussian function from the laser
beam spot size. The distance between the 50% amplitude points is the length of the no-gain
region. The left side of Fig. 3.15 shows this measurement for an FBK design, where the no-gain
distance was measured to be 38.3 µm.

The right side of Fig. 3.15 reports the fill factor as a function of the no-gain distance for a
1.3× 1.3 mm2 pad. Table 3.3 shows the current results for pads that are working well. FBK has
tried smaller distances (below 30 µm), however the sensors suffered from early breakdown. A



3.2. Silicon sensors 115

Figure 3.15: Left: Amplitude of the signals recorded on two adjacent pads while moving a
small laser spot from one pad to the next one. The distance computed at the 50% amplitude
point measures the no-gain distance. Right: The value of fill factor for a 1.3× 1.3 mm2 pad as a
function of the no-gain distance.

Table 3.3: Summary of no-gain distances achieved for sensors from CNM, FBK, and HPK.
Foundries No-gain distance [µm] Comments

CNM 100 The latest production with smaller dis-
tances has very high leakage current and
cannot be used. A new production is ex-
pected in August 2019

FBK 40, 70 In the latest production much smaller dis-
tances were attempted but the sensors go
into early breakdown. A dedicated new
production is expected in April 2019.

HPK 75, 90, 135 Even the shortest separation works well,
most likely HPK can obtain even smaller
distances.

dedicated production by FBK focused on interpad design is planned in the second half of 2019.
From these measurements and our present understanding of UFSD designs, a no-gain distance
of about 50 µm is an achievable target, yielding a fill factor of about 92%.

The second important contributor to the fill factor is the space from the last pad to the physical
edge of the sensor. Since two sensors will be placed side by side on a module, this contributes
to the inactive area in a module. Currently produced designs have distances between 300 and
500 µm. Assuming a 500 µm distance, this corresponds to a 2.5% loss of coverage.

The sum of the no-gain area and the edge area combine to a total fill factor of about 90%.

3.2.4.2 Wafer uniformity and quality of multi-pad sensors

In a single 6” wafer there will be 12 sensors, 21.2× 42 mm2, each with 512 pads, as shown in
Fig. 3.6. In the last round of sensor productions, each of the foundries has produced several
multipad sensors to test production uniformity. The layout of the structures produced for these
tests are shown in Fig. 3.16, with 1.3× 2.5 cm2 sensors, each with 96 pads, and 0.65× 0.65 cm2

sensors, each with 25 pads. These sensors represent an important R&D step toward the up-
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Figure 3.16: Layout of the sensors for the test of production uniformity and yield.

Table 3.4: Summary of the uniformity studies on the latest sensor productions.
Foundries Sensor type # Sensors tested # Warm pads # Bad pads Comments

FBK 4 × 24 pads 152 14 (0.1%) 0 bias = 100 V
FBK 5x5 pads 23 4 (0.7%) 0 bias = 300 V
HPK 4 × 24 pads 15 20 (1.3%) 0 bias = 250 V

coming production of full size ETL sensors and have allowed the evaluation of the uniformity
of large numbers of identical sensors on multiple wafers.

The test of production uniformity measures the current in each pad using a probe station in-
strumented with a multi-needle probe card to contact many pads at once, connected via a
switching matrix to a computer controlled IV measurement setup. Table 3.4 reports the results;
unfortunately the CNM production of large sensors suffered a delay and was not tested. The
uniformity of the leakage current is a direct measurement of the gain uniformity and of the
wafer quality. The sensor is required to have a leakage current smaller than 2 µA/mm2, and
the pad classification is the following:

• good: leakage current within 10 times the mode current,

• warm: leakage current above 10 times the mode current, and

• bad: the pad does not hold the bias voltage and causes the sensor to fail.

Figure 3.17 reports the leakage current measurement for a HPK 4×24 pad sensor: two pads
fall into the warm category, however they are functional and not problematic for the sensor
operation. Of the 16 HPK sensors tested, one sensor has a bad pad and it cannot be biased
above 30 V, but the sensor appears to be stained near that pad so it is not considered further. A
complete report on the FBK uniformity testing campaign performed on 20 wafers was reported
in Ref. [83].

These results demonstrate that FBK and HPK can reliably produce large multi-pad sensors with
very good overall uniformity. Two additional important aspects have been observed during
these tests. If not all pads in a sensor are connected to ground, the sensor breakdown voltage
decreases. For FBK sensors the decrease is significant, from 250 to 120 V. For HPK sensors
one production shows a decrease of about 80 V, while a second set of wafers shows almost no
change, ∆V= 10 V. If a bad pad is left floating, the sensor is still functional. Both these aspects
will be addressed in the future productions and will influence the ETL sensor requirements.
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Figure 3.17: Map of bias current in a HPK 4×24 pad sensor running just below the breakdown
voltage. The leakage current is low in the entire sensor, while two pads show a larger but still
acceptable current. One pad (white) has a current below the detection threshold of the set-up.
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Figure 3.18: Efficiency of a 16-pad FBK sensor measured in an FNAL beam test with 120 GeV
protons.

3.2.4.3 Hit efficiency and signal uniformity

The single hit efficiency and the amplitude uniformity of single and multi-pad 50 µm thick
UFSD sensors have been measured during the 2017 and 2018 beam tests at FNAL using a
120 GeV proton beam [82]. The uniformity of the CNM and HPK sensor response in pulse
height before irradiation was found to have a 2% spread and the efficiency was found to be
100%. Uniform signal detection efficiency of 100% was also observed on all sensors after a flu-
ence of 6× 1014 neq/cm2. One interesting effect that has been measured in these beam tests is
a higher signal amplitude in regions where the pad is covered with metal compared to where
the pad is not covered with metal. This effect has been seen in sensors from all manufacturers,
and its reason is not yet understood. To avoid this problem, the pads will be fully covered by
metal in all future productions. The efficiency of multi-pad sensors has also been measured in
the FNAL beam test, as shown in Fig. 3.18, finding almost 100% efficiency throughout the full
sensor.
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3.2.4.4 Gain and noise

The key elements to achieve a good time resolution are signals with at least 5 fC of charge
(gain = 10) and low noise. For this reason, maintaining a gain value above 10 until the end of the
HL-LHC lifetime is considered a minimum requirement for the ETL sensors. Several irradiation
campaigns with neutrons and charged hadrons have been performed, and the evolution of the
gain value has been studied as a function of fluence and bias voltage. Figure 3.9 shows how the
gain changes with irradiation for sensors manufactured by CNM, FBK and HPK, while Fig. 3.10
shows the bias voltage required to obtain a gain of 10. These plots are examples of a much wider
body of data collected on many sensors from many productions demonstrating that the current
UFSD design can deliver a gain of 10 or higher for fluences above 1.5× 1015 neq/cm2 [71, 84, 85].
For equal fluence, the sensors from FBK achieve gain = 10 at a lower bias voltage because of
the presence of carbon in the gain layer. Sensors from HPK, on the other hand, have higher
breakdown voltages, well above 600 V, and can compensate for the larger loss of the gain layer
by working at higher bias voltage.

A sensor with low noise is the second important factor to obtain good time resolution. Two dif-
ferent types of noise have been measured so far in UFSD productions: shot noise and popcorn
noise. Shot noise is generated by the leakage current and thus increases with irradiation. In
Ref. [86] the contribution of the shot noise has been studied in detail and it was found to have
little or no impact on the time resolution provided that the sensors are kept cold (nominal op-
erating temperature is about −30 ◦C) and the sensors operate in low-gain mode (gain less than
20). Popcorn noise is caused by micro-discharges between the pads and the p-stop and/or
the guard ring. It can result from implant designs that yield locally large electric fields and
produces signal-like spikes that limit the sensor operation to bias voltages lower than required
to attain sufficient gain. The latest production from FBK has significant popcorn noise [87],
partially from a very aggressive design of the interpad region and partially from an excessive
doping of the p-stop. This noise was absent in the previous FBK productions. A dedicated
new production implementing several alternative interpad designs and p-stop dopings is be-
ing manufactured and is scheduled for delivery in Spring 2019. The sensors from HPK and
CNM tested so far do not present significant popcorn noise at voltages below the onset of
breakdown. However, it has been observed in a few sensors from one production run; a clear
explanation of these rare occurrences has not yet been found, leading to explaining the events
as the result of a not carefully controlled set-up, such as high humidity or poor handling.

Overall, the UFSD productions tested for the ETL R&D have demonstrated that the combined
requirements of gain > 10 and low noise can be achieved.

3.2.4.5 Long term stability

Long term annealing effects on 50 µm thick UFSDs have been reported in Ref. [88]. Two main
points were addressed: (1) recovering or worsening acceptor removal and its consequence on
the gain value and (2) increase of the sensor temperature due to unexpected situations leading
to changes in the doping profile. The study found that UFSD sensors are affected by the well-
known changes also present in standard silicon sensors such as decrease of leakage current and
mild variation of the bulk doping but that the gain layer doping profile was not significantly
altered. An increase of popcorn noise was detected, but not correlated to a specific situation;
this effect is under further study. Overall, long term annealing effects do not seem to present a
problem for the use of UFSDs in CMS.
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Figure 3.19: Variation of the jitter and total time resolution as a function of the UFSD gain, as
measured on a Hamamatsu 50 µm thick UFSD sensor [65]. The jitter term decreases with gain,
while the total time resolution flattens around σt = 30 ps.

3.2.4.6 Time resolution

The time resolutions achieved in the development phase of ETL are due to a combination of
good sensor performance and very good read-out electronics. The front-end electronics used
in laboratory studies and beam tests is custom made, using a very low-noise design based on
a Si-Ge frontend, and is operated without a power limitation. Consequently, these results are
considered a measurement of the intrinsic time resolution of the sensors. A description of the
front-end electronics is provided in Refs. [66, 89]. As explained in Eq. 3.1, non-uniform charge
deposition determines the intrinsic time resolution; this limit is a function of the sensor thick-
ness and is about σt ≈ 25 ps for 50 µm thick sensors [65]. The results shown in Fig. 3.19 [70]
illustrate the behaviour of the UFSD time resolution as a function of gain. The total time res-
olution decreases with increasing gain and then saturates when the jitter component becomes
smaller than the intrinsic time resolution. The plot also shows that the time resolution at dif-
ferent temperatures depends only on the gain value; for equal gain the same time resolution is
achieved, regardless of the temperature. The gain increases at low temperature as the electron
mean free path increases, roughly doubling between +20 ◦C and −20 ◦C.

The evolution of the time resolution as a function of neutron and proton irradiation for HPK
and FBK sensors has been examined in Refs. [71, 84, 85]. These studies are consistent in demon-
strating that UFSDs maintain a time resolution below 40 ps up to fluences of 1.5× 1015 neq/cm2.
Figure 3.20 shows in the right panel a summary of the time resolution studies on the second
FBK production (UFSD2) [90], while the left panel shows a summary for the HPK production.
The time resolution for both families of sensors is measured to remain in the interval σt =
30–40 ps throughout the HL-LHC lifetime, and to moderately degrade to σt = 40–50 ps at a
fluence of 3× 1015 neq/cm2, which is beyond the maximum fluence, with safety factor, shown
in Table 1.3.
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Figure 3.20: Time resolution as a function of bias voltage at different fluences. The left plot
shows the performance of HPK sensors, while the right plot shows the performance of the FBK
sensors.

Figure 3.21: Illustration of the time resolution dependence on gain, where the contributions
from the jitter and the sensor constant term are combined.

The fluence dependence of the time resolution arises from the combination of these sensor ef-
fects and the ASIC contributions. The sensor contributions satisfy the specification of < 50 ps
required with two ETL layers even at the highest fluences. For the ASIC contribution, the dom-
inant fluence dependence is from the jitter term, as described in Eq. 3.1. That jitter contribution
depends on the size of the LGAD signal, which is set by the gain, and its risetime, which is set
by the thickness of the depletion region. The total resolution follows the behavior sketched in
Fig. 3.21 which illustrates the behavior seen in the measurements of Fig. 3.19. At lower gain
values, the signal derivative is small, and the jitter term dominates, while for larger signals
obtained with higher gain the time resolution is dominated by the Landau fluctuations in the
sensor. For a given gain, and hence signal size, the jitter is determined by the electronic noise
of the ASIC. As illustrated in Fig. 3.9, experience with irradiated prototype LGADs indicates
that a gain exceeding ten, which corresponds to signal sizes of about 5 fC, can be achieved with
fluences corresponding to the maximum expected in the HL-LHC. Based on this, we use that
signal size and gain, Gmin = 10, as the target for the optimization of performance vs power in
the ASIC design, as discussed in detail in Section 3.3.
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Variations in sensor gain have limited impact. Increasing the bias voltage on the sensor to
obtain gain much above Gmin does not improve the time resolution due to the dominance of the
Landau fluctuation contributions. For gain G < Gmin, the time resolution increases smoothly,
with a small effect in the vicinity of Gmin. For the case shown in Fig. 3.19, decreasing the gain
from 10 to 7 increases the time resolution from 30 to 40 ps.

Figure 3.9 shows that irradiated prototype sensors can achieve a gain in the range 10 < G < 20
even for fluences up to 3× 1015 neq/cm2, therefore providing a good operating margin through
the end of the HL-LHC running. The risk of an anomalously higher fluence would affect the
operating margin, but only for the innermost sensors. To assess the number of sensors im-
pacted, we use a fluence threshold of 1 × 1015 neq/cm2, which corresponds to doubling the
fluence safety margin. Only about 10% of modules are in the highest η regions where the flu-
ence is above that threshold. Replacement of that small number of modules would compensate
for such anomalously high fluence. While we do not expect it to be needed, we have confirmed
that a plan for replacement of this number of innermost modules could be accomplished in a
year-end technical stop in case of such anomalies.

3.2.5 Development plan and schedule

The LGAD development plan foresees several prototyping steps, where each step will rely on
the demonstrated aspects of the previous steps and introduce minimal variations to the design.
This approach of continued prototyping is appropriate for the relatively new LGAD technol-
ogy. While we are close to having the necessary performance for qualification of vendors from
the previous prototypes, potentially significant improvements are still possible. The planned
prototyping rounds, described below, are matched to the schedule of the ASIC and the mod-
ule prototyping which will use the prototype LGADs. The prototyping schedule completes in
advance of the Engineering Design Review and production start in 2022.

The first CMS dedicated UFSD prototypes were delivered by HPK and FBK in Winter 2018
(the CNM delivery is expected in Fall 2019). This effort has been a collaboration between CMS
and ATLAS, with each experiment contributing to the strategic planning, layout design, and
funding of the wafers. The layout of these prototype wafers was designed to experiment with
variations in geometry, doping concentrations, and radiation hardness options. The study of
these prototypes has provided an understanding of how to optimize the radiation hardness
and other sensor performance aspects. As discussed above, these prototype sensors show good
time resolution, radiation hardness, and fill factor.

Building on the results of the first round, a second round of prototypes will be commissioned
to the three vendors in late 2019 for delivery in Q1 2020. That prototype round will focus
on a layout with demonstrated design aspects, such as the no-gain distance and edge width. It
will have a geometry designed for use with the similarly scheduled ETROC1 prototype ASIC to
support the module prototyping plans. In addition, the prototype sensors will be used to study
the uniformity of quality, robustness of performance, and radiation tolerance of the sensors.

The final prototyping round, planned for delivery early in 2021, will be matched to the sec-
ond round of ETROC and module prototypes that will use it. The layout will include the final
geometry and design details to provide vendor qualification. This prototype round will pro-
vide the basis for the completion of the two following milestones, shown along with all project
milestones in Fig. 6.2:

• E.Si.5, Jun 2021: Sensor vendor qualification and final geometry selection,

• E.Si.6, Jan 2022: Sensor vendor selection and ready for production.
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An important aspect of the LGAD development plan regards quality assurance and quality
control. The collection of completed and ongoing LGAD characterization studies described
above has not only demonstrated the viability of using these sensors for the CMS ETL but
is also contributing to the ultimate quality assurance of production sensors. Working closely
with the three vendors during the sensor prototyping phase was important in developing a list
of sensor specifications and evaluating the foundries’ capability for successfully and reliably
meeting these specifications.

These prototyping cycles are also a crucial component in the development and commission-
ing of LGAD quality control procedures and the infrastructure to be used for the full sensor
production campaign. Dedicated QA/QC facilities will perform spot testing of at least 5% of
all delivered LGAD production sensors, which will include several sensors from each produc-
tion batch, including visual inspections, bench characterization tests, and database cataloging
of each sensor batch before bump-bonding to ETL readout ASICs. Modules built with the
prototype and pre-production sensors will be characterized in test beams before and after ir-
radiation; similar tests will be repeated with a small number of the first sensors from each
production batch. This process will ensure that any potential sensor quality or yield issues
will be resolved promptly through vendor interaction and that sensors being used in module
assembly meet the predetermined design specifications.

3.3 On-detector electronics
3.3.1 ETL readout ASIC overview

The ETL readout ASIC chip (ETROC) is designed to handle a 16×16 pixel cell matrix, each pixel
cell being 1.3×1.3 mm2 to match with the LGAD sensor pixel size. The size of the sensor will
be larger than the size of the readout chip and two chips will be bump-bonded to one sensor.
The choice of 16 × 16 channels is motivated by the clock (timing reference) distribution, which
will be laid out as an H-tree. The pixel cell size is a compromise between smaller capacitance
(3.4 pF), which translates to higher S/N in the front-end, and the overall channel count, which
affects the total power consumption. The exact pixel cell size will be optimized once the ASIC
performance as a function of input capacitance and current is better known from the prototype
chips.

Figure 3.22 shows the general block diagram of the ASIC. At the cell level, each channel consists
of a preamplifier, a discriminator, a TDC used to digitize the TOA (time of arrival) and TOT
(time over threshold) measurements, and a memory for data storage and readout. The TOT is
used for time-walk correction of the TOA measurement. The detailed hit information (TOA and
TOT) from within each cell will be read out from a local circular buffer after each Level-1 Accept
(about 1 MHz). In addition, a charge injection circuit is implemented to allow for testing and
calibration. The injected charge can be programmed by a DAC. For more detailed monitoring
of the signal pulses as radiation dose increases, waveform sampling circuits will be included in
selected pixel cells. Additional peripheral circuits include a PLL, a phase shifter, an I2C slave,
a fast control block, a serializer, and a data driver.

3.3.1.1 Design requirements

The design goal for the time resolution is 50 ps per hit, to achieve a 35 ps arrival time measure-
ment for a MIP track with an ETL hit in each of the two layers. There are several contributions
to the total time resolution:
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Figure 3.22: A schematic of the ETL ASIC, showing the blocks within each channel of the
16× 16 pixel matrix and also the peripheral blocks at the bottom.

1. the intrinsic LGAD contribution due to Landau fluctuation of the charge deposition of a
MIP;

2. the jitter due to the preamplifier and discriminator stage;

3. the TDC time quantization bin size and clock distribution within chip;

4. the residual of the time-walk correction;

5. system level clock distribution.

Among them, items (2), (3), and (4) are the contributions from the ASIC. The LGAD contribu-
tion is known to be about 30 ps, while the system level clock distribution will be designed to be
precise to better than 15 ps. Within the ASIC, the TDC measurement is expected to contribute
less than 10 ps, as is the residual contribution from the time-walk after correction. This means
that the jitter from the preamplifier/discriminator has to be kept below 40 ps. This should be
achieved with reasonable power consumption and signal efficiency, and maintained even after
irradiation.

A summary of the ETROC requirements is shown in Table 3.5.

3.3.1.2 Methodology to approach the design challenges

The challenge of designing the ASIC, while optimizing its performance and that of the sensor
together as a unit, is approached in several design stages. The first stage has two components:
1) using the test beam data taken on LGAD sensors with an external preamplifier read out by
an oscilloscope to study different timing measurement algorithms; and 2) using detailed LGAD
simulation as input to simulate the behavior of various ASIC front-end designs. Based on these
results, the second stage is to design and develop a small scale prototype chip and, again using
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Table 3.5: A summary of ETROC requirements.

Requirement Value Comments

Process

TSMC 65 nm
MS RF LP 2.5 V
with metal stack
1P9M_6X1Z1U_RDL (CERN)

Power supply 1.2 V

Timing resolution 40 ps
Total timing resolution per
hit is 50 ps, including 30 ps
contribution from sensor.

Pixel size 1.3×1.3 mm2

Pixel capacitance 3.4 pF 50 µm thickness
Pixel matrix size row×column 16× 16
Power consumption below 1 W/chip
Data storage capability 12.8 µs Level-1 trigger latency
Trigger rate Up to 1 MHz
Operation temperature −30 ◦C to +20 ◦C
TID 100 Mrad
SEU TBD system requirements

the LGAD simulation for input, to study the design performance with post-layout simulation.
Subsequent stages involve the production of prototypes with increasingly more complex struc-
ture to test and further optimize the ASIC design. A first single-pixel prototype including a
preamplifier and a discriminator has been submitted for production. A prototype with dedi-
cated waveform sampling capability will be submitted in Summer 2019 and will allow more
detailed understanding of the pulse shape after the preamplifier stage, thus enabling further
optimization of the timing measurement. A detailed plan for the subsequent larger scale proto-
types is presented in Section 3.3.13. The remainder of this section describes the design of each
of the ASIC building blocks together with results from relevant studies.

3.3.2 Design study with waveform analysis using test beam data

Data from LGAD sensors collected at the Fermilab test beam are used to guide the design of the
front-end stage of the ASIC. Much information can be extracted from the sampled waveforms
of different sensors, with different irradiation levels, operated at different bias voltages. This
is shortening the development cycle for the ASIC. Some questions that are being studied using
the beam test waveform data are:

1. The performance of different types of timing algorithms, e.g. leading edge (LE) discrimi-
nation based on measuring TOA/TOT vs. using a constant fraction discriminator (CFD),

2. The impact of front-end amplifier bandwidth and S/N,

3. The required time quantization of the TDC,

4. The minimum sampling frequency and the minimum number of bits needed for the sam-
pled waveforms in order to be able to efficiently update the thresholds and the correction
algorithms as the sensors age and receive increasing radiation doses.
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Figure 3.23: One example of a sampled waveform. The red curve shows the result of the
interpolation performed using the Shannon-Nyquist formula. The interpolated signal is used
to simulate the discriminator response. The simulation is ideal because it returns the exact time
the interpolated signal crosses the threshold.
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Figure 3.24: The picture on the left is an illustration of the definition of an ideal CFD. The
picture on the right shows the measurement of the leading edge time of the pulse (t1) followed
by a second time measurement (t2) on the trailing edge. Both times are measured with a fixed
threshold and can be combined to correct for time-walk as explained in the text.

The signals from the sensors were fed to an external amplifier and then to a digital scope where
they were digitized by an eight bit ADC and sampled at 10 GS/s. Figure 3.23 shows a typical
waveform recorded by this setup.

A simulation of the discriminator response is used to set a lower limit for the time resolution
obtainable with a given sensor using a CFD or a leading edge discriminator with a correction
of the time-walk based on the measurement of time over threshold.

Establishing a lower limit for the achievable time resolution gives an upper limit for the re-
quirements of a number of crucial front-end chip specifications. These include preamplifier
bandwidth and signal/noise, time quantization of the TDC, number of bits and sampling fre-
quency of a possible sampling ADC.
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Figure 3.25: The correlation between the LE and TOT times.

Table 3.6: Impact of sensor irradiation on timing resolution of the CFD and LE+TOT methods,
for FBK W6 LGAD sensors.

Sensor irradiation CFD LE + TOT
FBK W6, before irradiation 28 ps 30 ps
FBK W6, 8.0× 1014 neq/cm2 30 ps 32 ps
FBK W6, 1.5× 1015 neq/cm2 42 ps 40 ps

Figure 3.24 (left) shows the definitions of terms that characterize an ideal CFD. For each in-
dividual pulse, the threshold is set at a constant fraction of the peak value of that pulse. The
value of the fraction is optimized for each dataset to get the best time resolution and is typi-
cally around 20%. The time resolution obtained in this way is considered as the best possibly
achievable for each data set and it is the benchmark against which other methods are com-
pared. The baseline solution for the time measurement at this point is the measurement of the
leading edge of the pulse with a simple discriminator with a fixed threshold voltage, followed
by a correction of the time walk based on the measurement of the time over threshold. This
implies that two time values need to be measured for each pulse as shown in Fig. 3.24 (right).
The LE time is t1 and TOT is t2− t1. Figure 3.25 shows the correlation between the LE and TOT
times. The fit is a third order polynomial that can be used for the correction.

Table 3.6 shows the time resolution obtained for three different sensors with different irradi-
ation levels, using an ideal constant fraction discriminator and leading edge plus time over
threshold correction. These results suggest that:

1. using LE + TOT does not seem to be significantly worse than CFD and possibly more
robust in particular for irradiated sensors, and

2. the time resolution that is realistically achievable with these sensors is limited to about
30 ps.

TDC Quantization

Adding the simulation of TDC time quantization for both the LE and TOT measurements lets
us determine the coarsest quantization level that can be used without significantly affecting the
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Figure 3.26: Simulated time resolution as a function of the LE measurement bin size (left), and
simulated time resolution as a function of the TOT measurement bin size (right). The y axis
is the uncertainty introduced by the quantization, which is equal to the bin width divided by√

12.

Figure 3.27: The simulated time resolution as a function of the sampling frequency (left) and of
the number of bits in the ADC (right).

time resolution of the LE+TOT approach. Figure 3.26 (left) shows an example of simulated time
resolution as a function of the size of the time bin in the LE measurement and Fig. 3.26 (right)
shows it as a function of the size of the time bin in the TOT measurement. These simulation
results agree reasonably well with a simple model where the intrinsic time measurement error
is summed in quadrature with the quantization bin divided by

√
12 (red curve). For the TOT

curve, the quantization bin is also weighted by a coefficient c that enters into the LE+TOT
correction formula:

t = LE + c× TOT (3.3)

This study suggests that a quantization bin size of up to 30 ps (σ =12 ps and 100 ps for LE and
TOT, respectively) will not affect the performance in a significant way.

Waveform Sampling

The analysis above is based on the waveform data recorded during the beam test using an
external preamplifier and a high performance scope. It is clearly desirable to have the ability
to record the waveform directly within the front-end chip. Waveform sampling can be imple-
mented in the front-end chip for a limited number of pixels.

The main purpose would be to monitor the change in pulse shape resulting mainly from the
radiation dose increasing with time, and being able to derive updated optimal thresholds and
correction algorithms when needed. During the development phase, the internal waveform
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Figure 3.28: Left: A simplified schematic of the preamplifier. Right: the layout of the preampli-
fier in 65 nm technology with a footprint of 90× 94 µm2.

sampling capability will be useful for performance optimization studies. The required sam-
pling rate and number of ADC bits are chosen to reconstruct the original waveform with
sufficient accuracy to obtain the correct time resolution from the simulation of the amplifier-
discriminator-TDC chain. This study suggests that an ADC with an effective number of bits
(ENOB) of six and a sampling rate of up to about 3.2 GHz will meet the requirements. A total
number of eight bits is desirable to account for a channel-to-channel variation of the average
pulse height by a factor of about four (Fig. 3.27).

3.3.3 Preamplifer design

The front-end approach is based on a conservative, textbook design similar to the one used by
the ATLAS ALTIROC chip [91], which is however implemented in 130 nm technology with dif-
ferent sets of optimizations. The preamplifier consists of a two-stage amplifier. A cascode am-
plifier with resistive feedback acts as the first stage, and a source follower as the second stage.
Figure 3.28 (left) shows a simplified schematic. The size of each transistor in the preamplifier
has been optimized by using an LGAD simulation as the input signal. The design considers
both leading and trailing edge to optimize the TOT measurement for the time-walk correction.
The feedback resistance is programmable in four steps between 4.4 and 20 kΩ to allow adjust-
ment of the fall time, while the bias current is also programmable to allow different trade-offs
between power consumption and performance. The load capacitance of the first stage is also
programmable to allow optimization of the bandwidth.

With a smaller feedback resistance, the preamplifier will discharge the input capacitance, which
is mainly contributed by the LGAD sensor, with a smaller time constant. The resulting short
TOT is desirable for the time-walk correction. On the other hand, the selection of a small
feedback resistance leads to a smaller output amplitude, resulting in undesirably smaller in-
put charge when the LGAD sensor gain drops after irradiation. Based on the simulation with
LGAD signals up to 1× 1015 neq/cm2, a default feedback resistor of 5.7 kΩ is used. The load
capacitance can be selected among 0, 80, and 160 fF. With a small load capacitance, the edges
are fast, but more noise is included because of the large bandwidth. Therefore, the load capac-
itance can be selected to fine tune jitter. The default setting is to use minimal additional load
capacitance. The bias current of the input transistor can be selected from four settings. The
smallest bias current is the default setting that leads to a preamplifier power consumption of
0.69 mW at −20 ◦C.

Figure 3.28 (right) shows the layout of the preamplifier, which in 65 nm technology has a foot-
print of 90 × 94 µm2. Figure 3.29 is the simulated leading edge jitter versus input charge at
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Figure 3.29: Leading edge jitter (ps) versus input charge (fC) obtained from the post-layout
simulation of the preamplifier at −20 ◦C, assuming an ideal discriminator with a threshold
voltage of 3.5 mV above the baseline voltage of the preamplifier. LGAD-like signals are used
in the simulation.

Figure 3.30: Amplitude (mV) versus input charge (fC) obtained from the post-layout simulation
of the preamplifier at −20 ◦C. LGAD-like signals are used in the simulation.

−20 ◦C, assuming an ideal discriminator with a threshold voltage of 3.5 mV above the baseline
voltage of the preamplifier. The pulse amplitude at the output of the preamplifier as a function
of input charge is shown in Fig. 3.30. For a common MPV charge from the LGAD study, the
MPV amplitude is less than 20 mV. The current consumption of the preamplifier at different
bias current settings is shown in Fig. 3.31. The bias current of the input transistor can be se-
lected from four settings, with the so called IBSelB = 0, 1, 3, 7, corresponding to bias current of
0.35, 0.7, 1.05, and 1.4 mA, respectively.

3.3.4 Discriminator design

The discriminator with a three-stage structure is designed to work with the preamplifier. A
simplified schematic is shown in Fig. 3.32. First, three pre-amplifiers are used to amplify the
analog signal from the frontend preamplifier to ease the design of the comparator downstream.
Second, a conventional textbook hysteresis comparator discrminates the analog signal, with
positive feedback to generate hysteresis. The third is a buffer stage to provide driving capa-
bility for the capacitive load. The threshold voltage of the discriminator is generated by an
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Figure 3.31: Power consumption (mA) of the preamplifier versus bias current setting. The bias
current of the input transistor can be selected from four settings, with the so called IBSelB =
0, 1, 3, 7, corresponding to bias current of the input transistor of 0.35, 0.7, 1.05, and 1.4 mA,
respectively. The 0.35 mA is the default bias current, while the power consumption of the
preamplifier under default bias current is 0.69 mW at −20 ◦C.
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Figure 3.32: Simplified schematic of the discriminator.

Figure 3.33: Layout of the discriminator in 65 nm technology with a footprint of 81 × 67 µm2.

in-pixel DAC, which covers the range from 0.6 V to 1 V and with a step size of 0.4 mV. The hys-
teresis voltage is programmable with 4 settings. The power consumption of the discriminator
at−20 ◦C is 777 µW per channel for 10% occupancy and 710 µW per channel for 1% occupancy.

The layout of the discriminator takes 81× 67 µm2, shown in Fig. 3.33. The preamplifier and
the discriminator are simulated together with the parasitic components included. An ideal dis-
criminator with programmable threshold voltage is employed in the simulation. Figures 3.34
and 3.35 show the leading edge jitter and standard deviation of TOT at various threshold volt-
ages, respectively.
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Figure 3.34: Leading edge jitter (ps) versus input charge (fC) obtained from post-layout sim-
ulation with different threshold voltages at −20 ◦C. Parasitic components of the preamplifier
and the discriminator are included. LGAD-like signals are used in the simulation.

Figure 3.35: Standard deviation of TOT (ps) versus input charge (fC) obtained from post-layout
simulation with different threshold voltages at −20 ◦C. Parasitic components of the preampli-
fier and the discriminator are included. LGAD-like signals are used in the simulation.

3.3.5 Results of preamplifier and discriminator performance simulation

An LGAD simulation is used in the circuit simulation to evaluate the overall performance.
Three groups of data at different irradiation levels are used: pre-irradiation, 5 × 1014, and
1× 1015 neq/cm2. A bin size of 20 ps is considered for both TOA and TOT measurement. The
results of the default power setting and a higher bias current setting (doubled) are shown in
Fig. 3.36. With the default preamplifier bias setting, a 35 ps time resolution is obtained at the tar-
get operation temperature of−20 ◦C when the module has been irradiated to 5× 1014 neq/cm2.
At the high fluence, the time resolution degrades to ≈45 ps because of reduced sensor gain.
For the pre-irradiated case, the resolution is at the 40 ps level with 300 V bias voltage. It also
shows the time resolution variation over a large range of temperatures. After high fluence, the
dependence on temperature becomes larger, about 0.4 ps per degree. This is because the gain
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Figure 3.36: Time resolution as a function of temperature in post-layout simulation, with
the nominal process, with default (IBSelB = 7) and also a higher power preamplifier setting
(IBSelB = 1). The parasitic components of the preamplifier and the discriminator are included,
assuming 20 ps bin sizes for both of the TDCs.

of the sensor drops after high irradiation, resulting in an overall SNR degradation. This be-
comes prominent at room temperature, where the gain in the preamplifier is not large enough.
In order to alleviate this performance degradation, a larger feedback resistance or a larger bias
current could be used.

Better time resolutions can be achieved with higher power consumption. Figure 3.36 shows the
resolution with the higher power preamplifier setting (IBSelB = 1), thereby doubling the power
consumption. At T = −20 ◦C, at the higher power setting the time resolution is improved from
the 35–45 ps range to about 30–35 ps. The overall temperature dependence has been improved
a lot as well, especially for the high fluence case.

3.3.6 TDC design

The TDC takes as input the discriminator output and records the TOA and TOT for a fixed
discriminator threshold. As described in Section 3.3.2, the TOA and TOT TDC bin size should
not exceed 30 ps and 100 ps, respectively. To allow improvements in particle identification in
heavy ion collision events, the TDC measurement time window is extended to 6.25 ns (the mea-
surement window of the ALTIROC is 2.5 ns). To satisfy these requirements, while optimizing
the design for reliability and power consumption, two approaches have been studied.

The first approach is essentially the 65 nm equivalent of the ALTIROC TDC design, which is
based on the vernier delay line technique [92]. The second approach, hereafter referred to as
the ETROC TDC, combines the traditional single tapped delay line TDC measurement tech-
nique with a method for in-situ self-calibration developed for FPGA TDC implementation in
the past. The ETROC TDC alternative is pursued for its relative simplicity, and thus potential
improvements in reliability, as well as the associated significant reduction in power consump-
tion.

In what follows, we will describe the ETROC TDC and its implementation first. We will then
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Figure 3.37: Basic structure of the TDC design based on a single multi-tapped delay line.

compare the two approaches.

3.3.6.1 Single-tapped delay line design

As detailed in the remainder of this section, the proposed ETROC TDC design leverages recent
developments in FPGA TDCs and a simple delay cell calibration method to allow us to measure
simultaneously the TOA and TOT using a single multi-tapped delay line and, furthermore, to
eliminate the need for DLLs which are used in the traditional vernier delay line TDC design.
The basic structure of the ETROC TDC is shown in Fig. 3.37.

The TDC receives the pulse from the discriminator and measures its rising edge arrival time
(TOA) and the width of the pulse (TOT). The TDC includes four main components: a pulse
generator, a delay line, and two data encoders. The pulse generator processes the hit pulse
and input clock signals and generates a Start signal, a TOA clock and a TOT clock. The Start
signal initiates the delay line and three time stamps are recorded by two clock signals in the
measurement session. The data encoder circuits extract the TOA, TOT and calibration data for
readout. The TDC can be configured, reset or disabled through slow control.

Pulse generator

The timing diagram of the pulse generator is shown in Fig. 3.38. The generated signals enable
the circuit to perform measurements of the TOA, the TOT, and a single clock period, which is
used for the delay line calibration. The input clock signal is a modulated 320 MHz clock from
a global clock generator. For each 25 ns, there are only two consecutive 320 MHz clock pulses.
The input clock phase is adjusted by a phase shifter so that the 6.25 ns measurement window
is right before the first rising edge of the clock. The Start signal initializes the TDC delay line
when the hit arrives. The TOA clock, a replica of the input clock signal generated after a hit has
occurred in the measurement window, is used to record two time stamps. The first rising edge
records a known clock signal edge, which reflects the TOA information. The second time stamp
is used for in time calibration because the time interval between the two stamps is known to
be 3.125 ns, the clock period. The TOT pulse, triggered by the falling edge of the input signal,
records the time stamp at the end of the pulse to allow the width of the pulse to be calculated.
If no hit occurs within the measurement window, the delay line is not started and both TOA
and TOT clock signals remain disabled to conserve power.

A preliminary version of pulse generator has been implemented. The core logic and layout are
shown in Figs. 3.39 and 3.40. The design is quite compact and the layout size is 45×13 µm2.

When a hit occurs in the time window, the start signal rises and resets when the TOT and
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Figure 3.38: Timing diagram of the pulse generator. The rising edge of the hit signal initializes
the Start signal (1) while the falling edge initializes the TOT clock signal (2). The Start signal
raises the clock enable (3). The second falling edge of the input clock signal resets the clock
enable (4). The TOA clock signal is the logic AND of the enable signal and the input clock
signal (5). After the second rising edge of the TOA clock and the rising edge of the TOT clock,
the Start signal is reset and the delay line waits for the next measurement (6).

Figure 3.39: The pulse generator core logic.

Figure 3.40: The pulse generator layout.

TOA clock rising edges latch the data. This design minimizes the delay line oscillation time.
In a typical measurement, the delay line oscillation time is less than a third of the 25 ns clock
period, which further reduces the power needed by the TDC. The pulse generator, when set in
test mode, will send out a 12.5 ns width test pulse.

The post-layout simulation of the typical waveform is shown in Fig. 3.41. When there is a hit,
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Figure 3.41: The post layout simulation of the typical waveforms of the signals from the pulse
generator. In the second 25 ns clock period, a hit occurs. Start, TOT clk and TOA clk are output
to the delay line. In the third clock period, there is no hit, so the pulse generator keeps quiet.

the post-layout simulation estimates the power consumption at 91 µW. When there is no hit in
the defined window, the power of the pulse generator is 0.9 µW only.

Delay line structure

Experience with implementing TDCs in FPGAs in recent years demonstrates that it is possible
to achieve a 10 ps-level precision by employing real-time calibration instead of controlling the
propagation delay of individual delay cells. Since an uncontrolled delay cell is significantly
simplified by the elimination of the voltage control circuit, it becomes possible to minimize the
delay time per cell and thus achieve a small enough time delay step to also eliminate the need
for a second (vernier) delay line. With an individual cell delay below 30 ps, a single delay line
can be used. The cell-to-cell delay uniformity is expected to be at the level of a few percent.

Without a closed-loop delay control for each delay cell, there is no compensation for delay
changes from process, temperature variations, power supply fluctuations and radiation dam-
age. However, these effects can be mitigated by calibrating the average cell delay time with the
measurement of a precisely known clock period using the same delay line.

The concept of the proposed TDC delay line is shown in Fig. 3.42. The delay line is cyclic in
order to reduce its length and thereby its power consumption. The delay line, which is in fact
an oscillator, includes 63 NAND gates, where all but the first NAND gate are configured as in-
verters. By using dummy NAND gates as inverters, the load on each tap is kept equal, making
cell delays more uniform. The first NAND gate is controlled by the Start signal. When the Start
signal is low, the oscillator is disabled. When a hit arrives, the oscillator starts to oscillate and
drives a 3-bit counter. In a typical corner post-layout simulation, the delay between adjacent
taps is about 22 ps and the oscillating frequency is about 360 MHz. For each rising edge of
the TOA or TOT clock signal, the TDC takes a snapshot of each tap in the delay line and the
counter. The counter records the coarse phase information, while the D flip-flop (DFF) array
records the fine phase information. Because the TOT resolution requirements are more relaxed
than for that of TOA, the DFFs for TOA measurement attach to every tap of the delay line, while
the TOT DFFs only connect to every other tap. To save power and balance the load of the taps,
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Figure 3.42: The proposed delay chain design for the simultaneous measurement of TOA and
TOT.

Figure 3.43: The preliminary layout of the 63-tap delay line. The layout size is 245× 40 µm2.

the counter is a simple ripple counter which connects to the last tap without a TOT DFF. Some
dummy DFFs are used to keep the load of all taps uniform. Finally, since the clock driving the
counter and the readout clock are asynchronous, we need to protect the TDC against possible
metastability when the read operation and counter change are concurrent. Since the DFF ar-
ray retains fine phase information about the counter clock, we can resolve the metastability by
using two counters driven with different phases. Then, the fine phase information from the
DFF can be used to select the appropriate counter. This approach is the same as used in the
ALTIROC TDC. The TOA/TOT measurement range is extended by the ripple counter to 22 ns
at negligible power cost. We can drop bits in the future to save readout bandwidth if we do not
need such a large dynamic range.

Based on this concept, a preliminary implementation of the TDC delay line in 65 nm technol-
ogy was performed and the layout is shown in Fig. 3.43. The enclosed layout transistors (ELT)
technique was used in the implementation to minimize the effects of radiation damage. The
degeneration of the maximum current for transistors implemented with the ELT technique has
been measured to be less than 10% for NMOS and 20% for PMOS devices at room tempera-
ture [93]. In addition, irradiation tests of inverters have shown a 10% time delay increase after
200 Mrad of irradiation at temperature of −20 ◦C of irradiation for the ELT layout cell library.
Based on these studies, the expected delay degradation of this delay line is expected to be no
more that 10%.

To maintain the time measurement with the resolution of about 20–30 ps, the skew of the clock
signals delivered to the DFF array should be minimized. This clock skew has been studied
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Figure 3.44: The delay line clock tree structure to minimize the clock skew.

Figure 3.45: The effect of the delay line clock tree structure to minimize the clock skew. The
clock skew is significantly improved from 125 down to 0.3 ps, based on post-layout simulation.

extensively using the parasitic trace model. If a clock driver is used to drive all the TOA DFFs
with a single 0.2 µm trace width, the clock skew can be as high as 125 ps, because of the effect
of parasitics. To minimize the clock skews, eight clock drivers are used with distributed 0.5 µm
clock traces as shown in Fig. 3.44. Figure 3.45 shows how, based on post-layout simulation, the
clock skew is significantly improved from 125 ps down to 0.3 ps with respect to using a single
larger driver with a 0.2 µm trace width. The clock skew due to the process mismatch has also
been studied and is about 0.3 ps, comparable to the effect above.

Delay cell calibration

To maintain the required TDC measurement precision using a tapped delay line with uncon-
trolled delay cells, a specific strategy must be devised to compensate for delay time variations
caused by temperature and power supply voltage fluctuations as well as radiation damage.
Since these variation sources result in changes on a much longer time scale than the measure-
ment, it is possible to correct for the corresponding delay deviations during data-taking using
the data itself. As mentioned earlier, for each input signal hit, the TOA clock has two consec-
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Figure 3.46: The ALTIROC TDC design based on a vernier delay line [94].

utive rising edges leading to recording two time stamps with a time difference of exactly one
3.125 ns clock period. The average delay time per cell is then simply given by the clock period
divided by the number of recorded delay taps between the two rising edges. This information
can be used to correct the measurement being taken, or it can be averaged over a number of
hits to achieve higher precision on the average time delay estimate. The addition of this infor-
mation to the data stream increases the data output of the TDC by about 20%, which is within
the current capabilities of the system.

3.3.6.2 Vernier delay line design

The ATLAS ALTIROC design requires a 20 ps (40 ps) bin size in the TOA (TOT) measurement.
In the 130 nm process such precision can be obtained by using the vernier delay line approach.
As illustrated in Fig. 3.46 the vernier-based TDC uses two delay lines, one faster and one slower.
The timing resolution (or bin size) is determined by the difference in the delay of the cells in
each line. For example, if the slow line has 140 ps delay for each cell and the fast line has 120 ps
delay for each cell, then the step (or the LSB of time measurement) is 20 ps. A hit, or the output
of the discriminator as the Start signal, will enter the slow delay line, while the Stop signal will
enter the fast delay line. As the Start and Stop signals propagate through the two delay lines
with different delays, the distance in time between the Start and the Stop will decrease by 20 ps
each time a delay cell stage is passed. The number of delay cell stages it takes for the signal Stop
to get ahead of the Start signal is a measure of the time between the two with a time bin of 20 ps.
A cyclic structure is employed to reduce the number of cells needed per line, and thus reduce
the TDC footprint. To minimize the power consumption a time measurement is only initiated
in the presence of a Start signal. This way the power consumption approximately scales with
the occupancy. To limit the impact of temperature, power supply fluctuations, and process
variations on the measurement precision, the delay time for each delay cell is dynamically
adjusted by setting a reference voltage derived from a delay-locked loop (DLL) circuit. Based
on ALTIROC studies [94], the average power consumption per pixel is expected to be 0.35 mW,
assuming an occupancy of 10% and measured times uniformly distributed within the time
window. To measure both the TOA and TOT, two TDCs are required for each pixel, bringing
the total power consumption to approximately 0.70 mW per pixel.

3.3.6.3 Comparison of the TDC approaches

The ETROC TDC design introduces several power saving features. It uses the same delay line
to measure both the TOA and the TOT, uses a single delay line with a reduced number of delay
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cells, takes advantage of a cyclic structure, and removes the need for DLLs to control the delays
of individual cells. This design approach is made possible by the in-situ calibration scheme
which enables a significantly simpler delay cell structure with the consequent minimization of
the individual cell delay. Based on preliminary post-layout simulation studies, this design is
expected to lead to a significant reduction in power consumption.

Simulation of the prototype ETROC TDC delay line indicates a power consumption of about
0.1 mW at 10% occupancy for a TDC measurement of 12.5 ns (specification is 6.25 ns). This
power consumption can be compared with about 0.7 mW, which is the power consumption
of the ATLAS ALTIROC double delay line TDC based on traditional vernier delay line and
with a TDC measurement window of 2.5 ns. The low power feature of the ETROC TDC allows
us to extend the TDC measurement window (thus the physics capabilities) for slower moving
particles, such as particle identification for the heavy flavor physics as well as for the heavy ion
physics program, and possibly for long-lived particle searches. The TDC power consumption
scales with occupancy, and for ETL outer layers, the TDCs will consume much less power
than the ones located at inner layers. Since there are many more ETROC chips in the outer
layers, this will result in a significant power saving at the system level. In addition, the relative
simplicity of the single delay line approach can translate into improved reliability in the face of
radiation damage.

Given the fact that the ETROC TDC implementation is new, the traditional vernier approach
will be kept as a fall-back option and the ETROC development plan will include, in fact, the
testing of both TDC implementations.

3.3.7 Clock distribution

3.3.7.1 Clock generation unit

The clock generator unit provides clock signals to all functional blocks in the ETROC chip. As
shown in Fig. 3.47, it includes a PLL and a phase shifter. The 40 MHz LHC clock is used as in-
put. The oscillator in the PLL works at 1.28 GHz which is the highest frequency we need for the
ETROC chip. A 320 MHz clock is needed for each TDC channel, as discussed in Section 3.3.6.
A voltage-controlled delay line in the phase shifter is used to adjust the phase of the clock in
50 ps steps.

3.3.7.2 Phase shifter

The phase of the time reference controls the position in time of the measurement window of
the TDC and can be adjusted via slow controls. The SMU group has already designed a phase
shifter in 65 nm technology for the lpGBT project. We plan to re-use the most critical compo-
nents of this design for ETROC. A schematic of the proposed phase shifter for ETROC is given
in Fig. 3.48. The resolution is 50 ps and the periodic jitter is less that 5 ps, peak-to-peak. The
basic delay cell is made of two current-starved inverters in series.The cell is laid out with the
ELT technique [93] for radiation tolerance. This phase shifter is optimized for high speed and
high resolution, thus the inverters are large.

3.3.7.3 Clock distribution

Effective clock distribution is a critical challenge in the design of any high-speed chip [95] and
extreme care must be taken in minimizing clock skew and jitter. For ETROC we plan to adopt
the most common and conservative clock distribution scheme, known as H-tree [96]. In this
scheme, the clock is branched from a central point (root) to all its destination nodes (leaves),
using a balanced quaternary tree. The clock distribution network for the 16×16 pixel array, as
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Figure 3.47: The proposed block diagram of the clock generator.

Figure 3.48: The proposed phase shifter structure for ETROC.

is currently being designed and simulated, is shown in Fig. 3.49. Each pixel occupies an area of
1.3×1.3 mm2, thus the total chip area is about 2×2 cm2. The clock is distributed starting from
the center of the south edge of the chip, to each of the 256 pixel elements. The 4-stage H-tree
structure ensures that the clock distribution network is balanced and that all the path lengths
from the clock source to each pixel are equal.

To ensure the quality of the clock signal, inverters/buffers are added along the transmission
path, as discussed in Ref. [97]. Clock distribution networks for both 40 and 320 MHz clock
frequencies are being designed and simulated.

Our preliminary post layout simulation results indicate that the worst-case-scenario clock skew
for the 320 MHz clock among the 256 elements is below 17 ps. The clock skew is measured as
the time difference at 0.6 V on the rising edge of the output of the final destination, as shown
in Fig. 3.50. Simulations indicate that the standard deviation of the worst case clock skew is
0.8 ps due to variation in process corners. The worst case clock jitter is below 5 ps due to vari-
ation in process corners and the worst case clock jitter is defined as the difference between the
longest and shortest clock period (peak-to-peak) among the 256 elements. The overall power
consumption of the clock distribution network for a 320 MHz clock is about 21 mW.
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Figure 3.49: Layout of a clock distribution for the 16×16 pixel cell matrix, each 1.3×1.3 mm2

size, using metal layer 6. The clock is distributed starting from the center of the south edge of
the chip to each of the 256 pixel elements through a four stage H-tree structure. The first stage
is located at the center of the chip. The clock signal frequency is 320 MHz with 10% rise and
fall time.

Figure 3.50: Internal clock signals at different stages. Top is the input clock signal, followed by
the signal at the input of the next four stages, and the bottom signal is the output at the final
destination.

3.3.8 Level-1 Buffer and data readout

Figure 3.51 shows the top level block diagram for data readout. At the bottom of the matrix
a frame builder block receives data from each column and sorts out and assembles data with
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Figure 3.51: ETROC top level data readout block diagram.

Figure 3.52: Event or readout buffer data format.

variable length. The data includes a 16-bit header, a 12-bit BCID (Bunch Crossing ID), a 4-
bit length indicator and data section for timing information from pixel hits. Each data block
coming from one pixel includes an 8-bit pixel address, 10-bits of TOA data, 9-bit TOT data and
5-bit (or 6-bit) TDC calibration data.

3.3.8.1 Pixel readout components

In each pixel the preamplifier amplifies the signal from the sensor. Then the discriminator dig-
itizes the analog pulse with the proper threshold. The TDC circuit measures the time of arrival
(TOA) relative to the master clock and also the time over threshold (TOT) of the digital pulse.
With every input hit the TDC circuit produces calibration (CAL) data and thus no dedicated
calibration mode is required for the TDC delay line.

Immediately following each pixel’s TDC circuit is a block of static RAM called the “hit buffer”.
The hit buffer stores a “valid” flag, TOA data, TOT data, and CAL data at each bunch crossing,
as shown in Fig. 3.52. If there is no hit, nothing is actually written into the hit buffer, and a write
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Figure 3.53: Hit buffer and data readout.

pointer is simply incremented. The hit buffer is constructed from an SRAM array and supports
simultaneous read and write access. Independent read and write buses can be accessed directly
(e.g. RAM access mode). The hit buffer is 32 bits wide and has a maximum depth of 512 words,
which allows for a maximum Level-1 Accept system latency of 12.8µs.

To handle consecutive Level-1 Accepts in bursts, a Readout (or Event) Buffer immediately fol-
lows the Hit Buffer, as shown in Fig. 3.53. When a Level-1 Accept occurs, the hit (if present)
is immediately transferred from the Hit Buffer into the Readout Buffer. The Readout Buffer is
implemented as a FIFO. The output of the Readout Buffer connects to a shared vertical readout
bus (called CDATA) through a tri-state driver which is enabled (OE) by the Column Module.

The Pixel Buffer Control Logic (PBCL) block monitors the output of the TDC, specifically the
TOT value. Only hits which meet or exceed a user-defined TOT threshold are considered valid
and are thus written into the Hit Buffer. The Hit Buffer write and read pointers need to be
carefully managed and this is handled by the PBCL. Typically, the read pointer trails the write
pointer by a user-defined BX offset; this ensures that whenever a Level-1 Accept occurs, the
correct hit is immediately available at the Hit Buffer output and no address calculations are
needed.

3.3.8.2 Column control logic

At all times the Column Control Logic (CCL) runs a counter to generate an 8-bit BCID from the
BX clock and BC0 control signal. This BCID value is sent up to all pixels in the column where
it is used as a time stamp for valid hits as they are written into the Hit Buffer.

Column readout is triggered by the GO signal. When GO is asserted the CCL latches the sup-
plied target BCID and begins the process of sequentially collecting hits from the column Read-
out Buffers. Since the Readout Buffers may contain hits from multiple events, it is critical that
the CCL checks the BCID of each hit before it is written into the Column Buffer.

First, the CCL scans the 16 Readout Buffers and identifies which Readout Buffers (if any) in the
column have hits to read out. Starting with the first non-empty Readout Buffer, the hit data is
driven (OE = 1) onto the column data bus CDATA. This process continues until all hits for the
target BCID have been loaded into the Column Buffers (worst case 16 clock cycles).
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Figure 3.54: ETROC data output format.

The Column Buffer needs to be wide enough to hold the complete hit plus 4 bits to indicate
the Row ID of the hit. This buffer needs to be deep enough to hold up to 16 hits. All Column
Buffers have tri-state output drivers and share a common output data bus (called RDATA).
Column Buffer status flags (EMPTY) and control bits (RE and OE) are used for the next stage
of readout logic.

3.3.8.3 Whole chip readout components

The Readout Control Logic (RCL) is responsible for triggering the Column Modules, collecting
the hits from the Column Buffers, and assembling the output frame in the Event Buffer prior to
serialization. The RCL uses the BX clock and BC0 control bit to generate a 12-bit BCID counter.
When a Level-1 Accept occurs the RCL calculates the BCID of the target event (tgtBCID) and
sends that number to all Column Modules along with the GO signal. At this point all hits for
the target event are sitting in the 16 Column Buffers. Now the RCL scans across the Column
Modules, reads hits out of the Column Buffers and writes the hits into the Event Buffer. Each
Column Buffer is read until it is empty before moving on to the next column. After the last hit
is stored in the Event Buffer the RCL sends the hit data to the serializer along with the header
and trailer words. The latency between the time the Level-1 Accept is received and the time
the start of frame (SOF) is sent out is variable depending on the number of hits present.

The process of collecting up to 256 hits from the pixel array is efficient as many operations
occur in parallel, however the process does take a finite amount of time. While the readout is
progressing, it is entirely possible that a new Level-1 Accept can occur. In this case the RCL
must store the new target BCID(s) and trigger another GO cycle as soon as the readout logic
returns to idle.

The Event Buffer stores all hits for a single event. This buffer must be wide enough to store the
complete hit plus 8 bits for the Row and Column ID. The maximum depth is 256 words.

3.3.8.4 Serializer and output format

Once the output frame is assembled, it is transmitted as a single serial data stream. This vari-
able length output frame is organized as 32-bit double words as shown in Fig. 3.54.

No special out of band synchronization symbols are required on this serial link since the serial
data is synchronous to the 40 MHz master clock. The downstream E-link receiver adjusts the
phase of the incoming data stream relative to the 40 MHz until proper byte/word/double-
word alignment is achieved. The next step is to define a few unique data patterns so that the
frame boundaries can be properly determined. SOF may be identified by looking for 0x55 in
the upper byte, although this pattern is not unique since it may also occur in a data word. The
only pattern guaranteed to be unique is 0xFF in the upper byte of end of frame (EOF), and will
be searched and checked after a SOF is identified (this alignment scheme is the same as used in
the ALTIROC). If no hits are present a SOF and EOF are still transmitted, for a total of 64 bits.
The maximum frame size is SOF + 256 hits + EOF, or 8256 bits. Currently a frame length field is
not specified, however there are sufficient reserved bits in the SOF and EOF words which may
be utilized for this purpose.

The data rate of the ETROC serial output stream may be configured to one of three pre-defined
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rates depending on the anticipated occupancy of the device. The slowest data rate is 320 Mbps,
where a single byte is transmitted during a 40 MHz main clock cycle. The next highest data
rate is 640 Mbps, or one 16-bit word is transmitted during each 40 MHz clock cycle. Finally,
the highest supported data rate is 1.28 Gbps where a 32 bit double word is transmitted during
a single 40 MHz clock cycle.

Note that no additional encoding schemes (e.g 8b/10b, 64b/66b, etc.) or forward error cor-
rection bits are used on the serial output, therefore there is no overhead associated with the
ETROC serializer. Assuming a Level-1 Accept rate of 1 MHz, we have an average maximum
transmission time of 1000 ns. When not transmitting a frame the serializer shall send all zeros.

Faster, lower latency readout structures such as Fischer trees [98, 99] are also being considered
for the column pixel readout logic.

3.3.8.5 Level-0 Trigger option

The Level-0 option is still being studied and the detailed specification is to be determined.
Architecturally, the Level-1 Accept hit buffer and readout path cannot be shared with Level-0
Accept readout. One simple way to avoid the conflict is to have an independent copy of the
Level-1 Accept readout path dedicated to Level-0 Accepts, including the hit buffer, event buffer
and the rest of readout chain with its own E-link output.

3.3.9 System interfaces

Figure 3.51(bottom) shows the system interfaces of the chip. A slow control I2C block provides
access to programmable features, such as the gain of preamplifiers, pre-emphasis, and hystere-
sis of discriminators. A 40 MHz LHC clock is received by a fast control decoder block from
a dedicated clock input. The fast control decoder block decodes the fast control signals such
as Level-1 trigger and BCID through the Fast Commands input. A serializer converts the data
into a bit-stream at a data rate up to 1.28 Gbps depending on the expected occupancy (typi-
cally 320 Mbps is enough) and an ePort Tx block from the lpGBT serves as the data transmitter.
A PLL generates clocks for TDC and readout from the 40 MHz input clock. A phase shifter
adjusts the phase for readout and measurement window.

3.3.10 Waveform sampling design

For the robust long term operation of the ETL it will be important to monitor signal waveforms
to detect variations from the increasing radiation dose. Recorded waveforms can be used to
optimize thresholds and bias voltages in order to try to maintain the target performance. Since
implementing waveform sampling for all channels is not possible, the plan is to only imple-
ment it for two pixels per chip, based on the assumption that nearby sensor pixels will behave
and age in a similar way. Beam test data waveform studies have shown that a waveform sam-
pling speed between 2 and 3.2 GS/s is sufficient for this purpose.

There are different ways to implement waveform sampling. One traditional approach is to
use a switched-capacitor array. Another approach is to use time-interleaved ADCs. While the
switched-capacitor array approach is still a possibility, the ADC-based approach is being pur-
sued as the baseline since an appropriate single channel ADC based on a time-interleaved [100]
pipelined Successive Approximation Register (SAR) ADC [101] has already been developed.
This approach allows the implementation of a waveform sampler with a high sampling rate of
about 3 GS/s, a bandwidth up to the Nyquist limit of 1.5 GHz, high resolution (ENOB ≥ 10),
low power consumption (≤1 mW), and small silicon footprint (.1 mm2).
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Figure 3.55: Block diagram of a 16-fold time-interleaved ADC architecture required to achieve
high sampling rates. Recent studies show that an 8-fold time-interleaved architecture, based
on an existing ADC design, will achieve 2.56 GS/s sampling rate using 320 MHz clock and is
expected to be suitable for the ETROC.

Using the 65 nm CMOS process, a single pipelined SAR ADC can achieve a sampling rate ap-
proaching 400 MS/s with 10 ENOB resolution. To achieve higher sampling rates, such as above
3 or 6 GS/s, 8 or 16 ADCs (termed as sub-ADCs) can be interleaved together in a sequential-
sampling and parallel-processing manner, wherein each sub-ADC is sequentially sampled with
a fast clock and holds the value for digitization in parallel with the other sub-ADCs. This ar-
chitecture achieves a higher aggregate sampling rate while each sub-ADC still operates at a
lower speed. The principle is illustrated in Fig. 3.55, where 16 sub-ADCs are clocked at a rate
of 400 MS/s and interleaved to achieve a sampling rate of 6 GS/s. The clock generation circuit
produces 16 clock signals, one per sub-ADC, with the same frequency but with 16 different
phases, evenly distributed within one clock period. These clocks are used to control the sam-
pling switches of the 16 sub-ADCs (φ1 − φ16), as shown in Fig. 3.55. For the actual implemen-
tation for ETROC, only 8 ADCs will be interleaved, and since the available clock is naturally
320 MHz (not 400 MHz), the expected waveform sampling rate is about 2.56 GHz and this still
statisfies the required sampling speed (above 2 GHz). The on-chip re-timer will synchronize
the data outputs from the multiple sub-ADC channels to form the final outputs, and the on-
chip memory can store the ADC outputs before they are read out through a data interface such
as E-links [102].

The details of the implementation of the waveform sampling for ETROC are described in Ap-
pendix C.II.
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3.3.11 Radiation effects and mitigation techniques

Two radiation effects must be taken into account: the Total Ionizing Dose (TID), which may
affect the timing measurement precision by degrading the performance of the chip circuitry
over time, and Single Event Effects (SEEs), which may reduce the data-taking efficiency by
corrupting the data stream or the ASIC configuration registers. Mitigation strategies for these
effects in the 65 nm technology have been developed and extensively studied in the context of
designing the ATLAS and CMS tracking system ASICs by the RD53 collaboration [103]. The
expected TID for the inner and outer CMS trackers is 500 Mrad and 200 Mrad, respectively, to
be compared to 100 Mrad for the ETL. The radiation-hardness requirements for the ETROC can
therefore be readily satisfied by adopting established techniques.

3.3.11.1 TID mitigation strategies

Ionizing radiation degrades the performance of MOSFETs by increasing the threshold voltage
and producing undesired leakage currents. The mechanisms of imparting radiation damage
have complex dependence on device geometry, production process, temperature and bias. To
mitigate these effects we generally follow strategies motivated by studies by the RD53 collabo-
ration.

For analog designs the approach for limiting the radiation damage relies on trading radiation-
hardness for feature size. Specifically, in MOSFETs, the Radiation Induced Narrow Channel Ef-
fect (RINCE) imposes minimum channel width constraints on the device, and the Radiation In-
duced Short Channel Effect (RISCE) imposes minimum channel length constraints [104]. PMOS
and NMOS transistors are affected differently, with PMOS transistors being more severely im-
pacted. To ensure radiation-hardness up to 500 Mrad, we plan to enforce minimum dimensions
for PMOS and NMOS of (W: 300 nm, L: 120 nm) and (W: no restriction, L: 120 nm), respectively.
In addition to observing these device-level recommendations, we will employ guard rings to
counter inter-device leakage currents as needed. These design rules are employed throughout
the key analog building blocks of the ETROC, including the preamplifier and the discriminator
implementations. As described in Section 3.3.6, to minimize potential radiation damage effect
on the TDC delay cell time drifts, the ELT technique [93] is used for the implementation of the
TDC.

For digital designs the strategy is to select the most radiation-hard standard digital cell libraries
and optimize the synthesized design for various conditions expected during operation, e.g. at
different operating temperatures or after different amounts of irradiation. Dedicated irradia-
tion studies [93] have been performed with a variety of digital standard cell libraries (7, 9, 12
and 18 track), which vary in the minimum device dimensions and transistor types as normal,
low and high Vt (transistor threshold voltage). Based on the results, we plan to use a 12 track
nominal Vt library, with channel width W larger than 480 nm (360 nm) for PMOS (NMOS)
transistors, and optimize the ETROC digital designs based on simulations with both unirradi-
ated and 200 Mrad irradiation transistor models to ensure that the ETROC has a satisfactory
performance over the full detector lifetime.

The Level-1 buffer will be designed using either an SRAM or a FIFO. Existing tools can be used
to render either implementation suitable for the expected TID. A pseudo-dual-port SRAM com-
piler has been specifically designed by the CERN IC group to minimize power consumption
while maintaining radiation tolerance consistent with the needs of LHC Phase-2 tracker up-
grades. Radiation-hardness is achieved by requiring that the widths for PMOS and NMOS
transistors are larger than 500 and 200 nm, respectively, and employing guard rings. Using this
compiler, a prototype SRAM test chip has been designed and subsequently tested, demonstrat-
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ing radiation tolerance up to at least 200 Mrad [105]. Alternatively, a FIFO approach, planned
to be tested for radiation-hardness by the RD53 collaboration, may be considered for its poten-
tially smaller footprint and/or power consumption.

3.3.11.2 SEE mitigation strategies

As ionizing particles pass through the readout chip they may deposit enough energy to re-
sult in a bit-flip or signal glitch that causes errors or undesired subsequent chip behavior. To
reduce such events, analog designs are hardened against SEEs by increasing capacitance at
sensitive nodes and digital designs are hardened by using triple modular redundancy (TMR).
Dedicated studies are underway to refine the TMR implementation by optimizing the spatial
separation between signal replicas and by potentially adding time delays to also separate signal
replicas in time [106]. In addition to protecting pixel and global configuration registers, TMR
will also be used for the clock and reset signals. For clock signals, we are also studying the
possibility of using three separate clock domains as opposed to creating multiple clock repli-
cas sourced by the same clock domain. The SRAM memory compiler, used to implement the
Level-1 buffer, employs drive strength increase to harden the reading/writing of addresses and
flip flops based on the Dual Interlocked Storage Cell (DICE) for address storage [105]. Finally,
to ensure that any residual SEEs are minimized, similar to the approach taken in the RD53
chip design, we plan to continuously refresh the ETROC configuration simultaneously with
data-taking, a method referred to as “trickle configuration”.

3.3.12 Optimization of power consumption vs performance

The power consumption obtained from simulations described in the previous sections are sum-
marized in Table 3.7, where the results are given for both the low-power and high-power
preamplifier current settings. As shown in Fig. 3.36, the default, low-power setting provides
single-hit time resolution matching the specification of 30–40 ps at the beginning of operation
and 50–60 ps at the end of operation, while the higher preamplifier power setting would pro-
vide time resolution of 30–40 ps per hit for the full lifetime. With either power setting, the
expected power consumption meets the 1 W per ASIC specification listed in Table 3.5.

Table 3.7: A summary of ETROC power consumption for each circuit component. The pream-
plifier, discriminator, and TDC values are obtained from post-layout simulation with conser-
vative assumptions about occupancy and operating temperature. The SRAM and global cir-
cuitry power consumptions are conservative extrapolations from similar circuits used in the
ALTIROC.

Circuit component Power per channel [mW] Power per ASIC [mW]
Preamplifier (low-setting) 0.67 171.5
Preamplifier (high-setting) 1.25 320
Discriminator 0.71 181.8
TDC 0.2 51.2
SRAM 0.35 89.6
Supporting circuitry 0.2 51.2
Global circuitry 200
Total (low-setting) 2.13 745
Total (high-setting) 2.71 894

These simulated power estimates will be verified and made more precise with prototype test-
ing. Power consumption verified to be less than the requirement will provide an opportunity
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for optimizing the cooling requirements and the time resolution. Adjustment of preamplifier
power settings during operation will also allow optimization of the time resolution, e.g., by
rebalancing power between the outer and inner radius regions to maintain optimal resolution
in the irradiated regions.

3.3.13 Development plan and schedule

The ETROC development plan consists of three phases. The first phase is the design spec-
ification study phase following the methodology described earlier. The second phase is the
prototyping phase where test chips are fabricated and assembled onto various test boards.
These development efforts aim to characterize and evaluate sub-circuits and other parts of the
ETROC design. The third phase is the system level testing phase to fully verify the final chip
functionality and performance. In this third phase the ETROC interfaces (sensor inputs, con-
trol and data links, etc.) will be connected to hardware which is as close to the final system as
possible. At the time of writing, the first phase has been essentially finished and we are now
deep into the second phase.

For the second phase prototypes, there are essentially three important areas we intend to focus
on. The first is the analog front-end performance. This includes the preamplifier, the discrim-
inator, and the TDC stage. The second is the precision clock distribution within the chip. The
third is the evaluation of the radiation-hardness (TID, SEU) of the design. To effectively and
efficiently meet these design challenges we have divided the prototyping phase into a series of
increasingly complex prototype chips named ETROC0 through ETROC3.

3.3.13.1 ETROC0 1x1

The goal of the ETROC0 mini-ASIC is to study and demonstrate the performance of the pream-
plifier and discriminator. The ETROC0 is a single channel design which consists of a pream-
plifier with integrated charge injection followed by a discriminator with a user programmable
threshold controlled by an internal DAC.

Wherever possible the ETROC0 test structures have been designed as individual independent
blocks to facilitate isolated testing and characterization. These blocks include a preamplifier
(followed by a buffer), a standalone discriminator with a dedicated DAC, and a standalone
charge injection circuit. Since the amount of charge injected by the charge injection circuit de-
pends on its internal capacitor value, an extra capacitor (a copy of the internal capacitor design)
has been included and brought out to pins to allow for a direct measurement. The ETROC0-V0
has been designed and submitted in December 2018, with the chip received in March 2019.
ETROC0-V0 mini-ASIC is shown in Fig. 3.56. Tests of this prototype find performance that is
consistent with the expectations from simulation for power consumption and the time reso-
lution of injected pulses. An second version, the ETROC0-V1 mini-ASIC, will have the new
waveform sampling circuit, and it is scheduled for submission in summer 2019.

3.3.13.2 ETROC1 prototype

The goals of the ETROC1 prototype are to study the performance of the full front-end chain
and a simple precision clock distribution scheme. The ETROC1 chip is a 4 × 4 pixel matrix
with each pixel consisting of a preamplifier, a discriminator, and a TDC stage used to measure
TOA and TOT. The precision clock distribution scheme will use a simple H-tree structure, to
provide clock for sixteen full front-end chains, and will allow us to compare the clock distribu-
tion performance with simulation. Lastly, the TDC output data will feed into an E-link output
port which includes a high speed serializer. It is anticipated that I2C will be used for the slow



150 Chapter 3. The Endcap Timing Layer

Figure 3.56: The ETROC0-V0 mini-ASIC chip (1 mm2) submitted in December 2018, consisting
of a single channel with a preamplifier, a discriminator with a threshold DAC, and a charge
injection circuit. The rectangles labeled by ST indicate the various test structures implemented
to study the performance of individual circuits within the mini-ASIC.

controls interface. In addition to the 4× 4 pixel matrix, the prototype will have additional test
circuits on two edges; this gives it a footprint that is compatible with a 5× 5 pixel geometry
being used in the similarly timed LGAD sensor prototypes. As of this writing, the ETROC1
design is being finalized with submission expected in August 2019.

3.3.13.3 ETROC2 prototype

The ETROC2 prototype builds on the ETROC1 design and includes all the remaining core func-
tionalities, including the slow and fast control interfaces, PLL, phase shifter, and pixel readout.
The digital pixel readout logic will be built around several static RAM buffers (or FIFOs) and
is responsible for collecting the TDC output data, adding and checking bunch-crossing time
stamps, and forming the output records. This readout logic should also be robust, accommo-
dating bursts of Level-1 Accept control bits without data loss or corruption, while minimizing
the overall latency.

The ETROC2 clock distribution network will be expanded to allow further validation of the
clock tree simulation. Expansion to an 8× 8 pixel matrix is the baseline plan, but using the
full 16× 16 pixel matrix size is also possible. Since ETROC2 will contain the full functionality
of the final ETROC, making it full size could potentially allow ETROC2 to advance some of
the ETROC3 testing, such as tests of larger scale clock distribution issues. This would have
schedule benefits. However, the larger size increases the submission cost due to the larger
mask size and would require several months of additional time for the final design verification
and simulation. The decision on whether to use an 8× 8 or 16× 16 matrix for the ETROC2 will
be made early in Q3 2020 with submission in Q4 2020 or Q1 2021 depending on that decision.

3.3.13.4 ETROC3 prototype and pre-production

The ETROC3 will be the full-size 16 × 16 pixel matrix, with the full clock tree distribution
network. It will be the pre-production readout ASIC. Its submission is scheduled for Q1 2022.



3.4. ETL modules 151

3.4 ETL modules
3.4.1 Module design

The ETL modules are built from sub-assemblies containing a single sensor that is bump bonded
to two ETROCs. Each sensor contains a 16 × 32 array of pads of size 1.3 × 1.3 mm2, shown
in Fig. 3.6. With the guard ring structures and bias ring, the dimensions of the sensor are
21.2× 42.0 mm2. The ETROCs, each of dimension 22.3× 20.8 mm2, are placed such that the
short edge of each ETROC is oriented along the long edge of the sensor. The ETROCs extend
over the long edge of the sensor, forming a “balcony” with wire-bond pads for the input and
output signals and for power connections. Figure 3.57 shows the final assembled ETL modules,
together with an exploded view of the module parts. In the majority of modules, two sub-
assemblies are glued to an Aluminum Nitride (AlN) substrate, shown in Fig. 3.57 (left). This
AlN baseplate provides a cooling path with a thermal expansion coefficient closely matched to
that of silicon. A thermally conductive film is glued to the bottom side of the AlN baseplate.
The lower surface of the film will not be sticky to allow replacement of modules after mounting
on the cooling plate. Flex circuits laminated to each edge of the AlN substrate provide electrical
connections to service hybrids that are described in Section 3.4.4. The sensor bias voltage is
provided by wire bonds between pads on the flex circuit and the contact on top of the sensor.
A second AlN plate is fixed atop this structure to protect the sensors. A U-shaped cutout in that
AlN plate in the location where the bias-voltage wire bond is placed is visible in Fig. 3.57. The
resulting “AlN sandwich” assemblies are rugged structures that are easy to handle during the
assembly steps and installation. In addition to these two-sensor modules, a small number of
single sensor modules, shown in Fig. 3.57 (right), will be assembled to increase coverage near
the edges of the cooling disks.

Figure 3.57: The two-sensor and one-sensor modules. Shown are views of the assembled mod-
ules (top), and the details of the module parts (bottom).
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3.4.2 Module assembly

Modules will be assembled starting with the components discussed in Section 3.4.1. Module
assembly will proceed in batches in a pipelined mode following five major steps:

• bump bond two ETROCs to a sensor to form a sub-assembly;

• laminate the flex circuit to the AlN base plate;

• laminate the thermal pads to the underside of the AlN base plate;

• attach the ETROC-side of two sensors to an AlN base plate with a thermal adhesive
film;

• make electrical connections between the flex circuits and the ETROCs and sensors
with a wire bonder;

• encapsulate the wire bonds; and

• attach an AlN cover plate to each sub-assembly to form a module.

Commercial vendors and CMS institutes are being evaluated as possible sources to perform the
bump bonding of ETROCs to sensors. Sources under consideration have previous experience
with high-yield bump bonding, including some having demonstrated these capabilities during
previous construction of CMS. While the details of the bump-bonding process will likely vary
somewhat between vendors, a brief illustration of the general steps is given.

Bare components, i.e. sensors and ETROCs, will be received at the bump-bonding site. Basic
quality checks for these components are performed by the supplying sources. After reception
and cataloging, a thin-film under-bump-metallization (UBM) is performed to ensure a good
metal connection between the bump metal spheres and the bond pads on the chip wafer. After
bump deposition (SnAg, Indium, etc.) and lifting of the photoresist, the wafers are cut and the
singulated die reflowed in an oven to make spherical bumps, and the ETROCs are placed to the
sensor by a thermocompression bonding process. Standard processes allow placement of the
ETROCs relative to the sensor to micron precision. Given the relatively large size of the pads
compared to those used in the tracker, studies are being performed to optimize the number of
bonds per pad. Due to the relatively small density of bump bonds in ETL sub-assemblies, and
driven by the requirement to keep sensor temperatures low, an epoxy-based underfill material
will be deposited during the assembly process. The underfill will improve both the mechanical
rigidity of the sub-assemblies, as well as the thermal conductivity. The thermal behavior of
ETL modules after irradiation is described in more detail in Section 3.8.4. The resulting sub-
assembly, comprised of a sensor and two ETROCs, will be qualified with a probe card, and a
pull test will be performed on a small subset, before being shipped to the assembly sites.

Modules will be assembled at dedicated sites at collaborating institutions. Sites will receive
sub-assemblies of a sensor bump bonded to two ETROCs from a vendor. Each sub-assembly
will be visually inspected, including the wire-bond pads on each ETROC. These sites will also
receive mechanical pieces including AlN plates with laminated flex cable pigtails. Each sub-
strate will be inspected and its thickness and flatness measured. All components and any cor-
responding observations will be entered into the construction tracking database.

The first stage of mechanical assembly will be performed using a robotic gantry, as is being
done for parts of the CMS tracker and CE assembly. Though the robotic assembly here is
simpler than in those other cases, because of the relatively relaxed alignment tolerances and
smaller number of components, the use of a robotic gantry allows consistent placement of com-
ponents to a relative precision of O(10) µm, ensuring better quality control over the roughly
9000 modules that need to be assembled. The ETROC-side of two sub-assemblies will be at-
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tached to the AlN base plate with dimensions 56.5× 43.1 mm2 (for half-modules, the AlN plate
is 28.25× 43.1 mm2), providing a thermal pathway and mechanical support. After the glue has
cured, each module will be mechanically inspected before being transferred to the wire bonder.

A technician will make electrical connections from the ETROCs and sensors to the flex circuits
using a wire bonding machine. After bonding, an electrical test using a dedicated test card will
be performed on each module to confirm proper function. The bonds of each good module will
be encapsulated and the electrical test repeated after allowing the encapsulant to cure.

In the second stage of mechanical assembly, an AlN cover plate is affixed to the (uncovered)
sensor side of each module. This stage will be performed with a robotic gantry or a dedicated
workstation with mechanical alignment capability. The cover plate results in rugged individual
modules that can be carried around and handled without concern of damaging the most critical
components. A small number of half-modules, containing only a single sub-assembly, will also
be assembled following the same procedure.

Modules will be transferred to testing stations where a mechanical inspection and a complete
electrical test will be performed as well as an overnight burn-in and thermal tests of each mod-
ule. Extensive long-term stress testing will be performed on modules during prototyping and
pre-production. Similar tests will be repeated on a subset of modules during production to
monitor for thermal or aging issues.

3.4.3 Module prototyping

During the development phase, module prototypes will be built and their performance and
robustness evaluated. This prototyping will include mechanical and thermal characterization
of the individual module components, bench-top measurements and beam tests of their elec-
trical performance, and finally system tests which examine all aspects of assembled, and irra-
diated, modules including their communication with the backend through prototype service
hybrids. This development will use prototype modules of increasing complexity, starting from
mechanical mockups and completing with system tests using fully functional modules with
pre-production ETROC ASICs bump-bonded to pre-production LGAD sensors. The schedule
for this prototyping is shown, with milestone dates listed, in Section 6.2.2.

Initially the focus of prototyping work is to validate and optimize the mechanical and ther-
mal properties of modules, i.e., to validate their mechanical rigidity, bump-bonding scheme,
module assembly sequence, and thermal performance of the CO2 cooling. Full-size mechan-
ical dummy modules made of blank silicon will be constructed to develop the assembly and
wire-bonding procedures, and to assess the requirements on the component placement and
alignment precision. The results of these tests with mechanical modules will be used to evalu-
ate module design and assembly procedures, and these experiences will be used to modify the
initial designs if necessary.

The thermal performance will be initially evaluated using resistive heating elements placed on
a prototype section of an ETL wedge, and the heaters will emulate the heat sources present on
the ETL modules and service hybrids. The section of the wedge will be cooled with dual-phase
CO2 similar to the conditions on CMS, and results will be compared with the FEA simula-
tions. These prototyping tests will inform optimizations of the module and cooling designs to
achieve the best ∆T between the coolant and sensor, in order to maximize thermal performance
and uniformity of the temperature across the detector surface. After the initial thermal and me-
chanical optimization of a section of a wedge is completed, thermal and mechanical tests will
be repeated on a full-sized wedge populated with dummy modules.
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The reliability of the bump-bonding process, and the mechanical rigidity of bump-bonded
modules will be evaluated using dummy full-sized modules. These assemblies will be fab-
ricated out of silicon structures with the same geometries as the final modules, and will have
daisy chain patterns to verify bump connectivity. Bump-bond quality will be tested by con-
tinuity measurements between pairs of wire-bond pads on the assembled modules using a
probe-station. The option of using an underfill between the ETROC and LGADs will be stud-
ied with prototypes, which will be tested to evaluate the high voltage breakdown and thermal
properties of underfill, spin-on passiviation, a polyimide spacer, and other solutions developed
by similar projects. These tests will involve thermal and bias voltage cycling and irradiation
studies.

Tests of fully functional modules will start with ETROC1 prototype ASICs bump-bonded to
LGAD sensors. These modules will be constructed to verify the quality of the assembly, in-
cluding sensor and bump-bonding yield, and their performance will be evaluated first with
tests in lab settings and then in test beams. Modules of increasing complexity will be con-
structed following the ETROC2 and ETROC3 availability. Extensive test beam campaigns are
planned after each version of ETROC and LGAD productions, to fully characterize the perfor-
mance of the ETL modules constructed with these prototype ASICs and sensors. The quality of
the bump-bonding of electrically functional prototype modules will be tested in order to qual-
ify the vendors that will assemble production modules. Irradiated modules will be studied
and characterized during each of these prototyping phases. Final verification of the assembly
process will include thermal cycling and environmental testing of the pre-production module
prototypes, with monitoring of the critical performance parameters during long-period burn-in
tests.

This first bump-bonded prototype test, shown in Fig. 3.58, is composed of an interposer card
with a bump-bonded sensor and a readout board using SKIROC2-CMS ASICs [107] from the
CE prototype readout boards. This prototype allows the investigation of performance and
assembly issues from the perspective of a nearly complete system with integrated readout,
control, and powering. The interposer board will be used to characterize the bump bonding of
large pads. It provides traces to the bonding pads for connecting to various compatible readout
boards. For this first round of prototypes, we are using an earlier sensor layout, with 3× 1 mm2

pads in a 96-channel 4× 24 array, to understand the challenges for bump bonding large sensor
arrays with a relatively sparse bump matrix.

The layout of the readout card used is shown in Fig. 3.58. It is a modification of the CE “hex-
aboard” [7] and employs SKIROC2-CMS readout chips, which provide amplitude readout by
ADC or TOT in a large dynamic range. Four chips provide simultaneous readout of 128 chan-
nels, all of which are available at the sensor bonding area via service pads, and are wire bonded
to the readout traces on the interposer board. The SKIROC2-CMS chips can also be configured
to route the analog signal from the pre-amplifier output to a separate probe pad for readout by
dedicated timing electronics. Using all of these features, the gain stability and timing response
of large LGAD sensors can be investigated in an integrated system. These cards also allow
test stands to be set up across various participating institutes for performing long term tests of
powered LGADs.

One potential approach for the interconnection of LGAD sensors and front-end ASICs is the
use of gold-stud bumping. In this approach a gold ball is formed at the end of a thin gold wire
via an electric discharge and is deposited as a cylindrically-shaped “stud” on the substrate
by ultrasonic force, as shown in Fig. 3.59. The tool used in this study is capable of depositing
around 20 bumps per second. For the present stage of prototyping, which involves varying sen-
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Figure 3.58: Top: A schematic drawing of the testing apparatus using the large-pad 96-channel
LGAD sensors to test bump bonding and large-scale readout. The LGAD sensor is bump
bonded to an interposer card, which in turn is wire bonded to a PCB with an integrated read-
out. Bottom: Layout of the prototype LGAD readout board. The LGAD sensor affixed in the
highlighted bonding area in the center of the board is read out with four SKIROC2-CMS ASICs.

Figure 3.59: Left: Microscope image of four redundant gold bumps on the interposer PCB’s
metal pad. Right: Interposer PCBs with and without bump-bonded LGAD sensor.
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Figure 3.60: Multi-channel LGAD sensors bump bonded onto interposer PCBs.

sor layouts from several vendors, the gold-stud method provides considerable flexibility, since
no additional under-bump metallization is required and the bumping pattern can be tuned
according to the conditions of each sensor layout.

The performance of gold-stud bonding for a 96-channel LGAD sensor onto a PCB was evalu-
ated with the interposer PCB that connects a sensor to a motherboard with readout electronics.
Examples of bonded interposers are shown in Figs. 3.59 and 3.60. Depending on the surface
layout of the sensor, two or four bumps per pad were used. Bumps were deposited on the corre-
sponding metal pads of the interposer PCB in the exact same pattern, and the two components
were then flip-chip bonded. Electrical connection from the sensor backside to the wire-bond
pad on the interposer edge was verified by manual measurements. Measurements demonstrate
that bonding of a large LGAD sensor to a PCB using gold studs is effective; mechanically stable
assemblies with good electrical connection were produced, despite the relatively low number
of bumps and the CTE mismatch of the components.

3.4.4 Service hybrids

The service hybrids, situated between rows of modules as shown in Fig. 3.61, provide power
and readout services to the modules via flex circuit connectors. In particular, the boards per-
form the following functions: delivery of power to the ETROCs and the bias voltage to the
sensors; delivery of the control and monitoring signals and the clock to the ETROCs; transfer
of data from the ETROCs to the DAQ. Two types of service modules are used in the ETL, each
servicing either 12 or 6 modules (i.e., 24 or 12 ETROCs).

A service hybrid is an assembly of two PCBs, a readout board and a power board, as shown in
Fig. 3.62. The power board will reside on top of the readout board. The connection scheme and
the number of socket connections per board will be studied and validated with mechancial pro-
totypes before finalizing the design. The schematic of the functionalities of the power board is
shown in Fig. 3.63 (top). Low voltage is delivered via the LV-PP0 connector on the patch panel,
located on the top of the cooling disks, from power supplies. The low voltage is distributed
through DC-DC converters, which regulate the output voltage and deliver the required power
to the ETROCs, the slow control adapter (SCA) chip [108], lpGBT, and VTRx+. Both 2.5 and
1.2 V outputs are provided by the DC-DC converters. The DC-DC converters are based on
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Figure 3.61: A drawing of the ETL support disks with modules and service hybrids (shown in
orange). The channels for routing services, i.e., cables and fibers, over the top of the modules
are indicated by black arrows.

Figure 3.62: Top: Exploded views of the service hybrid showing its various components. The
legend is shared among the two figures. Bottom: Service hybrid mounted between two mod-
ules, with the power board visible on top (left), and the service hybrid showing the readout
board and components exposed (right).

the bPOL12V and bPOL2V5, radiation-hard and magnetic field tolerant converters developed
for other detectors for CMS and ATLAS Phase-2 upgrades. Nine DC-DC converters would
be placed on the power board that serves 12 modules, in order to provide the required cur-
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Figure 3.63: Schematic representation of the power (top) and readout (bottom) boards. As
described in Section 3.5, a number of half-sized service hybrids are also used, these address
and power 12 ETROCs with 5 DC/DC converters, but have the same I/O services.

rent, while power boards that serve six modules will have five DC-DC converters. The use
of low-profile DC-DC converters, optimized for minimal thickness, allows placement of these
components within the service hybrid space. More details on the power distribution are given
in Section 3.8.1.

The schematic of the functionalities of the readout board is shown in Fig. 3.63 (bottom). The
bias voltage (BV) is distributed to the LGAD sensors through the readout board via the HV-
PP0 connector with a cable to the patch panel and off-detector power supplies. Since the total
fluence, and thus the required bias voltage, varies strongly along the radius of the ETL disk,
it is advantageous to be able to provide the bias voltage to modules with a finer granularity
near the inner radius than at the outer radius. To achieve this, the distribution is designed
to provide a separate bias voltage for each sensor, but it is expected that the same bias volt-
age will be supplied to groups of sensors at outer radii. The readout board also receives and
distributes the fast control signals (clock, Level-1 Accept, reset, bunch crossing count) and the
slow controls needed to configure the ETROC. It routes data and monitoring information from
the ETROCs to the backend DAQ located in the service cavern. To perform these functions,
each readout board includes a bidirectional optical link using an lpGBT coupled to an SCA.
The SCA includes a multiplexed ADC with 31 inputs that is used to transmit the monitoring
information of environmental parameters (temperatures, voltages, etc.).
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Figure 3.64: Overview of the ETL detector focusing on the data path. The diagram shows the
signal flow from the LGAD sensors through the ETROC chips, the data transmission through
the readout board of the service hybrid, the connection to the central DAQ via bidirectional
links, and the connection to the DAQ and TTC Hub (DTH).

Each lpGBT is connected through E-link electrical lines and flex circuit connectors to the mod-
ules. Data to and from the back-end electronics are received and transmitted via optical fibers
through the VTRx+ optoelectronics transceivers. The number of ETROCs per lpGBT is varied
as a function of position on the cooling disk to maximize use of the lpGBT bandwidth, which
will require two different size service hybrids. A detailed discussion of data rates used as an
input for this optimization is provided in Section 3.5.

Prototyping of the service hybrids will start with simple non-functional versions used to test
the mechanical and thermal performance together with similar module prototypes in 2019-
2020. The first functional prototypes will be tested with ETROC1 based prototype modules in
fall 2020, and used for early system tests. The second prototype, based on a fully-functional
service hybrid design, is planned for fall 2021, where it will be used for full system tests using
ETROC2 based modules. The schedule and milestones for this prototyping plan are shown in
Section 6.2.2.

3.5 Data path and rates
The schematic of the data path in the ETL is shown in Fig. 3.64. Data paths are implemented
over the lpGBT and VTRx+, which runs bi-directionally between the detector and the DAQ
boards. The data from each ETROC is transmitted by E-links to lpGBT’s mounted on the service
hybrids and then sent serially over optical fibers by the VTRx+ chips to ATCA-based back-end
electronics boards. The fast and slow controls plus clock are sent to the ETL via optical links.
Figure 3.65 shows the block diagram of the data path architecture of one ETL module, including
the power, control and monitoring connections. The lpGBT distributes fast control signals and
drives the SCA, which is connected to one of the lpGBT E-links.

The 40 MHz LHC clock is distributed to all ETROC chips from the lpGBT using the dedicated
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Figure 3.65: ETL readout architecture and slow controls. The 12 ETROCs at the bottom corre-
spond to the modules connected on one half of the service hybrid, i.e., the lower half of Fig. 3.64.
Another 12 ETROCs would be connected from the other half.

clock ePort, while the fast control commands are sent to all ETROC chips using the fast com-
mand ePort (at 320 Mbs), as shown in Fig. 3.51. The ETROC internal PLL will use the 40 MHz
clock to generate a 320 MHz clock to be used to decode the fast commands from the fast control
data packet, as shown in Fig. 3.47. All fast signals, both input and output, are implemented
using a modified LVS standard called CERN Low Power Signaling, compatible with the lpGBT
and described in Ref. [56]. Fast controls are distributed from the lpGBT using the multi-drop
transmitter available on the 16 E-links, and every group of two ETROCs is connected to a com-
mon E-link.

The slow control and monitoring of the ETL front-end electronics is implemented using SCA
features which can be accessed from the back-end via a reserved set of bits in the data frame.
The ETROC ASICs utilize an I2C slave interface, which communicates with the master on the
SCA ASIC through an I2C master bus. The 16 independent I2C-master serial bus channels
on the SCA allow control and configuration of the front-end chips (ETROC and VTRx+) and
enable the DC-DC converters.

The SCA performs the monitoring of the on-detector environmental conditions. It can perform
analog measurements of the voltages, currents, and temperatures through a 12-bit Wilkinson
type ADC that can be connected to one of 31 analogue inputs providing a voltage signal in the
0–1 V range. Inputs of the SCA can also be configured to source a current of 100 µA that can
then be used to measure resistive inputs, such as an RTD to monitor temperature, or a humidity
sensor.

The data are stored in the ETROC buffer waiting for the reception of a synchronous Level-1 Ac-
cept, for a maximum latency of 12.8 µs. Once the Level-1 Accept is received, a Fast Control sig-
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Figure 3.66: Left: Occupancy distributions in the innermost and outermost radius ETROCs.
Right: Occupancy as a function of radius; the error bars show the rms.

nal is sent to all ETROCs connected to the lpGBT, and data are transmitted to the lpGBT via elec-
trical links. Channels that do not have significant charge deposition will be zero-suppressed.
Further details on the data architecture are presented in Section 3.3.

The data format for a single hit transmitted from the ASIC is described in Fig. 3.54. These data
are transmitted over the output data E-link from each ASIC at up to 320 Mbs. They are routed
on the service hybrids to an lpGBT where up to 24 E-links are combined into a single uplink at
either 5.12 or 10.24 Gbs, as shown schematically in Fig. 3.65.

A study of the occupancy of each ASIC has been performed to determine the maximum number
of ASICs per lpGBT compatible with the individual E-link capacity and the combined lpGBT
capacity. This study used 200 pileup interactions merged with a tt̄ event. The tt̄ event is in-
cluded to emulate the potentially higher occupancy in L1-triggered events, but it is found to
make a negligble contribution to the overall occupancy. Figure 3.66 shows the distributions
of the hit occupancy for ETROCs at the highest and lowest rapidity (on the left), and the hit
occupancy as a function of ETL radius (on the right).

The lpGBT bandwidth capacity per E-link and the maximum number of E-links can be selected
to be 160/320/640 Mbs and 28/14/7 E-links per lpGBT, respectively, when using FEC5 error
correction in 5.12 Gbs low-power mode. A throughput of 160 Mbs for one ETROC corresponds
to an average of 5 hits per event, which is a 2% occupancy. For all but the highest η region,
the average occupancies are well below that limit, which allows a configuration with up to
the maximum number of 28 ETROCs per lpGBT in the majority of the detector regions. For
those regions of the detector, we use 24 ETROCs, as was shown schematically in Fig. 3.64.
At higher η, the occupancies are closer to the 160 Mbs limit, and the number of ETROCs per
lpGBT is reduced to 12 by using half-sized service hybrids. These smaller boards service up
to 6 sensors, rather than 12, and have 5 DC-DC converters rather than the 9 for the full-sized
boards that were shown in Fig. 3.63. The placement of the full- and half-sized service hybrids
on the cooling disk is shown in Fig. 3.67.

The readout data rate per lpGBT, with this combination of either 12 or 24 ETROCs, is shown
in Fig. 3.68. For all cases, the data rate is well within the 5.12 Gbs bandwidth capacity in low
power mode. The number of lpGBTs needed per wedge is 100. All wedges are identical, apart
from rotations, so a total of 1600 lpGBTs are needed for the 4 wedges per disk, and 2 disks per
z-side. These calculations leave headroom in case of higher occupancies, particularly given the
option of using the higher power 10.24 Gbs mode for the highest η regions.
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Figure 3.67: Layout of the modules and service hybrids on an ETL wedge, showing the place-
ment on the front and back faces (right and left images), where the left image is viewed facing
toward the IP and the right image is viewed facing away from the IP. The full-sized service
hybrids are shown in orange and the half-sized service hybrids are shown in red. The LGAD
sensors, shown as the gray rectangles, are assembled as either 1-sensor or 2-sensor modules, as
described in Section 3.4. Examples of 1-sensor modules are seen at the edges of the front face,
while 2-sensor modules are used to cover the central region.
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Figure 3.68: Distributions of readout data rate obtained by merging of the innermost 12 E-links
and the outermost 24 E-links.

The number of each type of component, from LGAD sensors to lpGBTs, is listed in Table 3.8.
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Table 3.8: List of the number of each type of component used in the full ETL detector.
Component type Number per wedge Total number
LGAD sensors 1039 16 624
ETROCs 2078 33 248
Readout channels 531 968 8 511 488
1-sensor modules 63 1008
2-sensor modules 488 7808
Full-size service hybrids 71 1136
Half-size service hybrids 29 464
lpGBTs, VTRx, SCA 100 1600
DC-DC converters 820 13 112

3.6 Slow control and monitoring
The slow control and monitoring of the ETL detector are performed using the capabilities of
the CERN SCA chip. Each readout board is equipped with an SCA chip that is connected to an
lpGBT via a dedicated E-link. The SCA is powered before the rest of the ETL front-end elec-
tronics and sensors, and controls enabling of each DC-DC converter, provides environmental
monitoring information for safe operation of the detector, and downloads the configuration
information to the frontend electronics (ETROC and VTRx+).

The SCA can measure up to 31 analog inputs using a 10-bit ADC. The inputs in ETL are:

• local temperatures and humidity,

• supply voltage and currents, and

• status bits from the DC-DC converters on the power board.

The SCA based monitoring system is not designed to perform time-critical operations or to be
part of the safety system, but can perform elementary operations such as reading a voltage,
sensing a temperature, or turning off a regulator in a time of about 1 ms. The detector control
and safety system is described in detail in Section 4.4.

3.7 Mechanical engineering, integration, and installation
A mechanical drawing of the ETL detector is shown in Fig. 3.2. The support structures for
the detector modules and service hybrids are aluminum disks containing embedded cooling
tubes to evacuate the heat generated by the sensors and readout electronics. Each endcap of
the ETL detector is comprised of two disks, and both faces of each disk are populated with
active elements. Details of the structural design can be found in Section 3.7.1.

ETL modules and service hybrids will be mounted on the disks at P5. Once commissioned,
the disks will be lowered to the experimental cavern for installation on the front of the CE.
The disks will be mounted on the endcap inner support tube shared with the CE, but in an
independent cold volume with a thermal screen that can be retracted to allow service and
maintenance of the ETL detector. The integration and installation are described in Sections 3.7.2
and 3.7.3, respectively.

3.7.1 Structural design

The ETL detector is assembled from disks, as shown in Fig. 3.69 (left). Each disk serves as a
mechanical support as well as a cooling plate. The disks are made of 1

4 -inch MIC6 aluminum,
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Figure 3.69: Left: One disk of the ETL detector with the layout of the modules and service
hybrids. Right: A 90-degree section (wedge) of an ETL disk with cooling inlets and outlets
shown at the outer rim.

Figure 3.70: Left: Schematic representation of the inner support tube. Right: The interface
between the ETL and CE detectors showing the cold-warm ETL support.

in which a small diameter stainless steel tube carries dual-phase CO2 to maintain the sensor
temperature below −25 ◦C. A quarter of a cooling disk, referred to as a wedge, is shown in
Fig. 3.69 (right). Wedges are machined to permit easy integration of wedges into half-disks,
while minimizing the region uncovered by sensors to maximize particle acceptance. Wedges
are also machined with holes for the placement of screws or pins used for the mounting of
modules and service hybrids.

The inner support tube, shown in Fig. 3.70 (left), is made of a permaglas section supporting
the ETL detector, and an aluminum section supporting the electromagnetic sub-detector of the
CE. It is located at the inner region of the detector, closest to the beampipe. The tube thermally
connects the ETL and CE cold volumes, as shown in Fig. 3.70 (right). The use of permaglas
minimizes the heat transfer between the volumes, facilitating maintenance of the ETL detector
while maintaining the −30 ◦C operating temperature of the CE.

Finite Element Analysis (FEA) studies were performed to evaluate the heat transfer between
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Figure 3.71: Top: Cross-sectional view of the permaglas inner support tube and the temperature
profile on both sides of the thermal screen. For this test of the thermal screen, the ETL detector
is assumed to be powered off and at +15 ◦C, while CE is at its operating temperature of−30 ◦C.
Bottom: The FEA solutions for 4 mm (left) and 6 mm (right) thick permaglas supports.

the ETL and CE cold volumes through the permaglas support. The ETL detector was modeled
at a static air temperature of 15 ◦C, above the cavern dew point, and the CE was modeled at its
operating temperature of −30 ◦C. The analysis was performed for a 4 or 6 mm thick permaglas
structure. Figure 3.71 shows that the thermal transfer from the warm ETL detector to the CE
cold volume is negligible and largely independent of the thickness of the permaglas support
structure.

Preliminary estimates of the mechanical rigidity of the permaglas inner support tube were cal-
culated to understand potential limitations of the design. For these studies, a permaglas thick-
ness of 6 mm was assumed at a load of 1 tonne, including the ETL detector and the neutron
moderator. The total weight of the ETL detector per side is 282 kg, while the neutron moder-
ator weighs about 600 kg. The permaglas is assumed to have a Young’s modulus of 18.6 GPa,
a Poisson ratio of 0.15, and a yield strength of 517 MPa. Figure 3.72 shows that the largest ex-
pected deformation of the inner support tube under these conditions is an acceptable 1.4 mm.

A thermal screen encloses the ETL detector to separate the cold (−30 ◦C) dry (dew point−40 ◦C)
detector volume from the ambient conditions in the cavern. The thermal screen is made from
panels consisting of a very low thermal conductivity aerogel core between 1.5 mm thick per-
maglas skins providing a rigid structure with low thermal conductivity.
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Figure 3.72: Top: Loads on inner support tube used to calculate the expected deformation of
the tube. Bottom: The result of an FEA calculation of the stresses in the inner support tube with
the ETL detector, neutron moderator, and electromagnetic sub-detector of the CE mounted on
it. The maximum observed deformation is about 1.4 mm.

3.7.2 Integration of modules and service hybrids

ETL modules and service hybrids will be received from the assembly sites, re-tested and en-
tered in the construction tracking database, and then mounted on the wedges, as shown in
Fig. 3.69 (right). Components will be mounted using screws or pins inserted into mounting
holes shown in Figs. 3.57 and 3.62. As components are mounted and connected, a quick warm-
temperature test will be performed to verify the electrical connectivity between each service
hybrid and its adjacent modules. Once modules and service hybrids are mounted on both
sides of a wedge, it will be connected to cooling and power services and a DAQ test stand and
a longer-term, cold-temperature commissioning of the integrated wedge will be performed.

Only one wedge type is needed, which simplifies the design and construction of the wedges,
and its 90-degree rotations cover the full azimuth, as shown on the right side of Fig. 3.69. The
rows of modules run perpendicular to each other on the rear face of disk 1 and the forward
face of disk 2, as shown in Fig. 3.73. This configuration was chosen to ease the routing of the
cooling services, which do not have inlets and outlets evenly spaced in φ; the 90-degree rotated
wedges distribute them evenly, avoiding congestion at around 3 and 9 o’clock positions, where
the density of services is the highest.

Figure 3.74 shows a cross-sectional view of an ETL wedge with modules and service hybrids
mounted. The dimensions of individual components are provided in the figure and summa-
rized in Table 3.9. Cabling and optical fibers will be routed on top of the module cover plates,
outward on each wedge, in the z-space between the tops of the modules and the service hy-
brids. The maximum extent in z, between the top of the service hybrids on each side of an
ETL wedge, is 18.9± 0.02 mm. For the two disks in an endcap, this requires 37.9 mm, which is
within the 45 mm space available.
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Figure 3.73: A side view of the ETL modules and service hybrids illustrating how they are
mounted onto either side of the two aluminum disks.

Figure 3.74: A cross-sectional view of an ETL wedge with modules and service hybrids
mounted, showing heights of individual components.

3.7.3 Installation and commissioning

The 16 ETL wedges will be assembled on the surface at P5, and completely tested before in-
stallation on the front of the CE. Installation of the wedges is planned to take place in the
underground collision hall, UXC, after the completion of the installation of the CE endcaps. A
scenario in which the wedges are installed on the CE endcaps on the surface is also possible.

ETL services located in UXC will be installed and tested for connectivity and limited function-
ality ahead of lowering the CE endcaps and ETL wedges to the UXC. They will be mounted
on the YE1 structure and its balconies. Sections of service channels containing electrical and
optical cables and cooling transfer lines will be mounted outside the cold volume of the CE and
attached to the thermal screen, prior to lowering the CE endcaps to UXC.

Wedges are mated to flanges on the inner support tube, as shown in Fig. 3.75. The z position
of the wedges is constrained by mounting to fixtures on the neutron moderator, as shown in
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Table 3.9: Summary of the z-dimensions (thickness or height) of an ETL wedge with modules
and service hybrids mounted as shown in Fig. 3.74.

Component Thickness (mm) Total (mm)

disk
Al 0.81 ± 0.08

7.24 ± 0.16epoxy 0.08 ± 0.03
MIC6 Al 6.35 ± 0.13

hybrid

thermal pad 0.25 ± 0.05

5.85 ± 0.05
readout board 1
flex/connector/stiffener 1.5
power board 3.1

module

thermal pad 0.25 ± 0.05

2.29 ± 0.09
base AlN+epoxy 0.87 ± 0.04
LGAD+ROCs 0.58 ± 0.04
cover AlN+epoxy 0.59 ± 0.04

Figure 3.75: Mounting scheme of the ETL detector, showing the rear (left), closest to the CE,
and front (right) wedges.

Fig. 3.76. The interfaces to the ETL services, including cooling manifolds and electrial and
optical patch panels, are installed on the outer rim of each disk. The optical fibers and high and
low voltage cables are routed from the service hybrids, along the tops of the modules, to the
patch-panels.

3.8 Services
Services required for the operation of the ETL detector include: low-voltage (LV) for electronics;
bias-voltage (BV) to bias the sensors; optical fibers to transmit data, control, monitoring, and
trigger information; CO2 cooling; a dry gas system; and cables to transmit information for the
detector safety system (DSS). The cooling and power cables are the dominant contributions
to the space required. Estimates of the total cross-sections required for the passage of these
services are shown in Table 3.10.

As shown in Fig. 3.77 (left), the services are routed to the detector from the YE1 balconies, un-
der the muon chambers, to the back section of the CE, where patch panels (PP1) are located.
They are then routed to the periphery of the ETL detector along the outside of the CE in chan-
nels located at the 3 and 9 o’clock positions. The most constrained location for the service
routing is at the point where the services pass through the bracket supporting the tracker and



3.8. Services 169

Figure 3.76: Schematic representation of the mounting of wedges to fixtures on the neutron
moderator that constrain the z position (yellow brackets). Also shown are the supply and
return tubes of the cooling loops.

Table 3.10: Estimated cross-sectional area required to route services to the ETL detector.
Component Area per detector-end (cm2)

CO2 coaxial transfer lines 120
Low-voltage cabling 75
Bias-voltage cabling 90

Optical fibers 15
Dry gas tubes 8

Safety system and environmental sensors 45

turn radially into the ETL volume. This is shown in Fig. 3.77 (right). The design shown for
the tracker bracket, developed by ETL and tracker engineers, provides additional space for
the services consistent with the tracker requirements. The services enter the ETL cold volume
through a feedthrough made from custom delrin combs with silicone or epoxy used for sealing.
An engineering drawing of their design is shown in Fig. 3.78 along with the plan for packing
the individual services in the channel. Inside the ETL cold volume, the services will pass az-
imuthally around an annular region, as shown in Fig. 3.77 (right). The cooling will connect to
manifolds with capillaries feeding the individual cooling channels, and the cables and fibers
will connect to patch panels situated at the periphery of the cooling plates.

The feedthroughs and the routing of services through the tracker bracket will be validated in
a mockup test, which will be carried out together with the tracker project in 2019–2020. The
patch panels and thermal screen will be prototyped, and the CO2 cooling channel performance
will be tested with prototype wedges, in mid 2020. These tests will inform the engineering of
the final feedthroughs and service routing. The set of milestones for this prototyping campaign
are listed in Section 6.2.

3.8.1 DC low voltage power distribution

The power required by the ETL front-end electronics is summarized in Table 3.11. The sensor
power is based on estimates of the end-of-life bias voltage and current. The ETROC require-
ment is estimated from a sum of components including the discriminator, pre-amplifier, TDC,
and digital components. Further details are presented in Section 3.3. Estimates of the power
consumption of the remainder of the active components of the ETL FE electronics, such as the
lpGBT, are taken from the outer tracker [4].
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Figure 3.77: Left: Engineering drawing showing the layout of the ETL services path across
YE1 and the outside of the CE. Right: Engineering drawing of the services routing through the
tracker bracket, which is the most constraining region. These views show only one side, at the
3 o’clock position; another is located at the 9 o’clock position.

Figure 3.78: Left: Engineering drawing showing the delrin combs used for feedthrough of the
services into the ETL cold volume. Right: The packing layout of the cables, pipes, and fibers in
the service channel.

Primary power will be supplied from the CMS electrical grid to the experimental cavern via
cabling passing through the main endcap cable chains under the cavern floor and into racks lo-
cated on the endcap towers. These racks will contain crates of power supplies that will provide
DC power to the downstream loads. Each end of the ETL detector will require a total current
of approximately 4 kA. This current will be supplied via a system of heavy-gauge conductors
running between the power supply racks and along the CE to the feedthroughs on the ETL de-
tector located at the 3 and 9 o’clock positions of the ETL thermal screen. The total voltage drop
across this system of conductors will be limited to 2 V, resulting in 8 kW of power dissipation
along the delivery path. The total copper cross-section required to achieve a 2 V maximum volt-
age drop is approximately 2000 mm2, where the thicker sections span the distance between the
power racks and PP1, while the cable thickness between PP1 and PP0 are listed in Table 3.10.
A schematic representation of the geometry of services and grounding is shown in Fig. 3.79.
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Table 3.11: Estimated power consumption, per endcap, for the ETL detector at end-of-life after
3000 fb−1, where the only significant radiation damage effect is on the increased leakage current
and thus increased induced heat load in the sensors.

Component Power (kW)
Sensor 0.8
ETROC 12.5
lpGBT 0.6
VTRx+ 0.3
DC-DC 7.5

GBT-SCA 0.2
Power cables 2.7
Heating foils 1.0

Total 26

Figure 3.79: A schematic representation of the services and grounding of the ETL detector. All
electrical services are floating at the PS end and grounded to the support disks. Cooling tubes
have insulating inserts. Al wedges and cable shields are connected to a common ground.

3.8.2 Bias voltage system

To ensure that the LGAD sensors are biased to the optimal gain value, the bias-voltage power
supplies, located in the service cavern, need to be able to provide up to 700 V. The reduction in
sensor gain from radiation effects depends strongly on the radial distance from the beam. If it is
necessary to be able to control the bias voltage (BV) separately for each module, of which there
are 9000 in the ETL detector, 18 000 BV conductors will be required. This worst-case scenario
was used to estimate the area required to route the BV services shown in Table 3.10. The gran-
ularity with which the BV is delivered to the sensors carries with it cost implications for the
power supplies as well as service integration issues arising from the quantity and complexity
of the cabling. Studies are ongoing to determine the granularity at which the BV is delivered
to the sensors to achieve an optimal time resolution.

One design that is being considered to manage the large number of BV channels is based on
the HV system employed by the CMS CSC sub-detector, which also has a large number of
HV channels. The idea is to use a limited number of commercial HV power supplies in the
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service cavern to feed a system of trim regulators, located on the outer rim of the ETL disks,
which generate locally the desired number of BV channels. Such a design could achieve a high-
granularity BV system with a limited number of supply cables passing into the feedthrough,
greatly simplifying service integration issues associated with the BV distribution.

3.8.3 Grounding

A proper grounding of a detector helps to achieve three main objectives:

• detector safety,

• preservation of signal integrity, and

• electromagnetic interference control (EMI control).

Detector safety is achieved by keeping detector common potentials close to that of the support
structure, to which the detector is referenced. Signal integrity (noise reduction) is achieved by
diverting noise currents that travel along electrically conductive services so that they do not
reach the sensitive detector front-end electronics. Although a complete zero potential is not al-
ways achieved with such a diversion, at least a minimized differential voltage noise is achieved.
EMI control is achieved by minimizing noise generation (for example lowering common cur-
rent impedance and capacitive coupling in DC-DC converter) and localizing generated noise.
The idea is that if EMI is acceptable for the front-end electronics, it should not affect its neigh-
boring detectors, especially considering additional shielding provided by thermal screens and
physical distance. The main sources of conducted noise in ETL are:

• cooling lines – common mode noise from compressor motors,

• LV and BV cables – common and differential mode noise from switching power con-
verters, and

• control (safety) cables – not much of a concern since high impedance measurements
will be used.

The main measures to be taken to achieve the safety and noise reduction objectives are the
following.

• For the bias voltage, ensure that the locally stored energy does not exceed 10 J, and
sustained currents are below 20 mA. Bleeder resistors should be included where ap-
propriate.

• The two sides of the ETL detector, served by two cable trays at 3 and 9 o’clock,
are kept galvanically isolated to prevent ground loop currents across the detector
cooling Dees.

• The PP1 location is where the CE will have its main grounding ring and is where
the ETL has its central grounding point, with two physical points separate for the
two sides. All the cooling pipes and cable shields are grounded at PP1 to shunt com-
mon mode currents and achieve a common potential reference point. All electrical
conductors should be capacitively filtered to the ground at that location as well.

• Cooling pipes should have a galvanic break preferably just outside the PP1 or before
the next location where they have electrical connection to the support structure.

• The PP0 location serves as the central grounding point for all LV, BV, control and
cooling services. The two halves of the PP0 grounding conductor can be connected
together if that helps mechanical aspects. Copper braids of sufficient ampacity con-
nect PP0 and PP1 on both sides; they should be able to carry current from the largest
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Figure 3.80: Left: A 90-degree section of an ETL support wedge with cooling inlet and outlets,
modules and service hybrids. Right: Layout of the cooling loops inside that section.

power supply. The front-end electronics are referenced to the PP0 ground through
the power cables and are electrically isolated from the detector cooling support half-
disks, which are grounded to the PP0 at the 3 and 9 o’clock positions.

3.8.4 Cooling

The ETL detector is placed in front of the CE, inside an independent cold volume that per-
mits access to the detector for service and maintenance. The ETL detector will be cooled with
two-phase CO2 at a nominal coolant operating temperature of −35 ◦C with a maximum vapor
quality (ratio between vapor and total mass) of 30%. The heat is evacuated through a network
of pipes embedded inside the Al wedges, which are shown in Fig. 3.80. The fastener holes in
modules and service boards are aligned such that open regions are left between rows of holes
for routing of the CO2 tubing, avoiding the screws. The total power dissipated in the ETL
cold-volume is dominated by the ASIC power, with a smaller contribution from sensor leakage
current. The breakdown of the resulting heat load is given in Table 3.11. The cooling plant is
specified to handle 40 kW per end to provide contingency beyond the calculated heat load. The
front cover, shown in Fig. 3.2, serves as a thermal insulator and can be retracted to gain access
to the ETL detector. The dew point in the volume will always be kept at least 10 ◦C lower than
the lowest temperature by flushing it with inert gas to avoid condensation. The gas is delivered
through supply lines located in dedicated service trays described in Section 3.8.

Rigid vacuum-jacketed stainless steel pipes carry the CO2 from the refrigeration plants in the
service cavern, USC, to the top-most (X5) balconies in the collision hall. The cooling plant
will be shared with the CE detector. Flexible pipes connect manifolds on the top of the YE1
structure to these balconies. On each endcap, coolant is provided to the ETL cold volume via
four vacuum-insulated coaxial transfer lines, two per 3 and 9 o’clock service channel, running
along the outside of the CE thermal screen. Each transfer line contains an interior stainless
steel tube providing liquid CO2, and the exterior tube returning two-phase coolant from the
detector.

Each transfer line feeds one half of a disk and is fitted with manual shutoff and flow regu-
lation valves. Therefore, even if one loop needs to be closed, the second disk still provides
timing measurements over the full coverage of the detector. A simplified scheme of a vacuum-
insulated transfer line is shown in Fig. 3.81. The manifolds presented in the schematic are
currently being designed, taking into account space limitations on the periphery of the ETL
detector.
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Figure 3.81: A schematic of the CO2 distribution of a vacuum-insulated transfer line showing
the supply manifolds and nine cooling loops, with their capillaries, providing coolant to each
pair of 90-degree ETL wedges.

Table 3.12: Manifold pipe and cooling loop dimensions on the rim of ETL.
Tube OD Tube ID Length

[mm] [mm] [m]
Supply tube 10 8 20
Supply manifold section 10 8 0.25
Capillary 0.125” 0.05” 3
Parallel evaporator route 3/16” 4.254 1.44
Return manifold route 12 10 0.25
Return tube 26.7 23.5 20

Inside the cold volume, each transfer line is split into supply and return tubes that run along the
outer rim of each ETL disk. One transfer line provides 10 kW cooling by distributing 107 g/s of
CO2 into 18 cooling loops through two ETL wedges. Therefore, one cooling loop has 5.95 g/s of
the CO2 flow. Each cooling loop is a pipe running within a round-bottomed groove machined
into the aluminum plate, as shown in Fig. 3.74. A sheet of aluminum is glued to the plate to
cover the cooling grooves.

The transfer lines are designed as coaxial tubes with a supply line diameter of 10 mm, a return
line diameter of 26.7 mm, and a vacuum jacket of diameter 48.3 mm. With these dimensions,
the temperature drop on the return line should not exceed 0.7 ◦C. The pressure drop on the
evaporator and capillaries is estimated to be 10 bar, based on the data in Table 3.12. Studies of
the frictional pressure and calculations estimating the resulting pressure drop (and therefore
temperature) along the transfer lines are ongoing.

The thermal performance of the modules was studied using FEA simulations based on CAD
models using ANSYS simulation software. Most heat is generated in the power boards, and
in the ETROC chips. Heat from the ETROCs is evacuated directly to the Aluminum support
structures, passing through the mounting film and the AlN carrier (Fig. 3.57). A heat transfer
coefficient of 5000 W m−2 K−1 is assumed for the heat transfer from the cooling pipe inner wall
to the CO2. Most of the heat on the service hybrids is generated from the DC-DC converters, lo-
cated on the power board. Heat in the power board will conduct to the board’s underside, pass
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Figure 3.82: Finite element model simulation of a section of the ETL support, displaying sensor
temperatures (top left), ETROC temperatures (top right), readout board temperatures (bottom
left) and power board temperatures (bottom right).

downwards through the aluminum and film layers between the power and readout boards,
and conduct down through the thickness of the readout board into the aluminum support
wedges (Fig. 3.62).

Results of the FEA simulation are shown in Fig. 3.82 using the expected power consumption
listed in Table 3.11. The simulation verifies that the sensor temperature will be maintained
below −25 ◦C even at the hottest locations on the modules, and the ETROC temperatures are
similar. The readout board temperatures are typically less than −20 ◦C, while the power board
temperature is≈ −10 ◦C except for a region near the connector at the end where there is no heat
source but reduced thermal conductivity. Tests with a section of a cooling disk will be done in
mid-2020, using CO2 cooling and prototype modules, to validate the heat transfer model and
optimize the thermal aspects of the module design and cooling pipe routing.
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Chapter 4

Common systems

4.1 The data acquisition system
4.1.1 Overview

The MIP timing detector data acquisition system (DAQ) consists of multiple radiation tolerant
electronic components in the front-end, and electronic boards based on Field Programmable
Gate Arrays (FPGAs) in the back-end of the detector. The system is connected to the central
CMS DAQ system via a common interface. The details of the central DAQ system and its
common interface will be described in another TDR planned to be finalized in 2021. This section
focuses on the common back-end components for the ETL and BTL subdetectors. The front-end
components are described in the subdetector specific Sections 2.3 and 3.3.

The Level-1 (L1) Trigger system for the HL-LHC will have a latency of 12.5 µs and an average
rate of 750 kHz. The MTD DAQ is minimally required to read out the MTD upon receipt of
an L1 accept (L1-A) from the CMS trigger. The trigger signals together with the fast and slow
control signals are distributed via the same bidirectional links. Therefore, the back-end DAQ
electronics boards are equipped with high-performance advanced FPGAs together with high-
speed optical drivers to accomplish these tasks and enable online processing options at the
L1-A rate. An option to include the MTD in the L1 trigger would require that the back-end
electronics would also need to process a separate data path at a 1 MHz rate, generate L1 trigger
primitives and forward this data to the L1 Trigger system.

4.1.2 DAQ system requirements

The DAQ system is designed to read out the channels in zero-suppression mode above a config-
urable threshold of about 0.25 MIPs upon the receipt of an external hardware-level trigger (L1
trigger) provided by other CMS subsystems. The front-end electronics is designed to receive
these triggers and transmit the corresponding data from the detector via high speed optical
links to the MTD DAQ system. Based on the current layouts of the front-end electronics and
expected data rates, 864 and 1600 links will be needed for the BTL and the ETL, respectively.

The DAQ system distributes trigger, fast and slow control signals from the upgraded trigger
control distribution system (TCDS2) and detector control system (DCS) to on-detector electron-
ics. Moreover, the slow monitoring signals such as temperature and voltage readings from the
on-detector electronics will be collected. Therefore, all links communicating with the MTD
on-detector electronics will be bidirectional.

177
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4.1.3 Hardware description

The back-end electronics infrastructure is based on advanced telecommunications architecture
(ATCA) with centrally defined CMS specifications. Within these specifications, the electronic
boards are placed in ATCA crates in a dual-star network topology, where two central ‘hub‘
boards are connected to all ‘node‘ boards (also known as ‘leaf‘ boards) within the crate. One of
two central hub slots is reserved for future development possibilities within the CMS specifi-
cations. The MTD DAQ boards are positioned in ATCA crate ‘node’ slots. The interface to the
central TCDS and DAQ systems is provided by the data trigger hub (DTH400) board placed in
a hub slot and additional data bandwidth to the DAQ system is provided by a DAQ800 board,
which can be placed in one of the node slots [109]. A single DTH400 board is capable of pro-
viding a DAQ throughput of 400 Gb/s, the DAQ800 board is designed to provide an additional
800 Gb/s DAQ throughput.

Unpacking and processing of the data received from the front-end will be accomplished by the
MTD back-end boards positioned in node slots; hence these boards will be the main drivers of
the MTD DAQ system.

The data read out from the detector are transmitted to the back-end via Versatile Links+ (VL+).
The Versatile Links consist of radiation tolerant multi-gigabit communication ASICs (lpGBT)
and radiation tolerant optical transceivers (VTRx+) capable of handling the data rate. A single
lpGBT will handle communication of 12 readout ASICs in BTL and 24 or 12 readout ASICs
depending on the rapidity in ETL. There will be in total 864 lpGBTs and bidirectional links
in BTL and 1600 in ETL. In order to cope with the required data throughput, the lpGBTs will
be operated at 10.24 Gb/s and 5.12 Gb/s operation modes depending on the occupancy of
the particular detector region. The data received from the E-links of a lpGBT are serialized
and transmitted to VTRx+, which transmits them through 70 m multi-mode optical fibers to
the back-end electronics. All of these components are specified to safely tolerate the radia-
tion expected from the full HL-LHC run period. Data are then received in USC-55 by Firefly
transceivers on the MTD DAQ boards through their front-panels, which process and package
them for transmission to the DTH400 and DAQ800 boards via 25 Gb/s (or 16 Gb/s depending
on the FPGA architecture) front-panel optical connections. Data collected from all MTD DAQ
boards are sent to the event builder using the 100 Gb/s data-to-surface (D2S) protocol.

Two state-of-the-art candidates for leaf boards are currently being developed in CMS for use in
the L1 Trigger and other detectors’ back-ends, namely Serenity [110] and the Barrel Calorimeter
Processor (BCP) [111]. The firmware and software of these boards will be adapted for use in
the MTD. The MTD can exploit either of these options.

The Serenity platform contains two interposers enabling the selection of a large variety of
FPGAs and other processing and distribution units. This flexibility is achieved by two 1836-
pin SAMTEC Zray connectors. The FPGA daughter boards connected to the interposers pro-
vide the necessary processing capability. Each interposer is connected to 12 SAMTEC Firefly
transceivers (each having 12 optical drivers), or in other words 72 bidirectional transceiver
lines. Overall the board is capable of carrying two high-speed, high-capacity FPGAs and driv-
ing 144 bidirectional links to the front-end and to the DTH400 or the DAQ800 via MTP fibers.
The reference clock necessary for driving the DAQ links from the FPGAs is distributed by
low-jitter Si5345 phase locked loops (PLLs). The performance of these PLLs is presented in
Section 4.2.

Figure 4.1 shows the first version of the Serenity board and illustrates the main components of
the board together with two interposers and the data links. Currently four different daughter
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Figure 4.1: Layout (left) and photo (right) of the first version of the Serenity ATCA board.
The board has two high-speed interposers enabling it to carry two advanced FPGA daughter
boards.

boards with different functionality and FPGA models are being developed:

• Xilinx Kintex Ultrascale Plus K15P FPGA symmetrical (enabling bidirectional links)
boards,

• Xilinx Virtex Ultrascale Plus VU9P FPGA symmetrical boards,

• Xilinx Kintex Ultrascale KU115 FPGA symmetrical and asymmetrical (single direc-
tion, RX or TX links) boards,

• Pure clock distribution boards.

The Xilinx Kintex Ultrascale Plus KU15P FPGA board provides the largest number of high-
speed transceivers at the lowest cost, hence it is an attractive choice for the MTD DAQ system.
The Ultrascale Plus architecture also provides 25 Gb/s communication links to the DTH400
and DAQ800 boards. The first Serenity prototype board together with various daughter boards
including the Xilinx Kintex Ultrascale Plus KU15P FPGA flavor have been successfully tested.

The BCP board (Fig. 4.2) has two Xilinx Kintex Ultrascale KU115 FPGAs, soldered directly to
the main board, providing the necessary processing power and the communication options.
The board management and the services are handled by the Xilinx Zynq FPGAs on an ELM
board and an on-board Zynq intelligent platform management controller (IPMC) chip. The
board provides 56 transceivers per FPGA via the Firefly connectors. Overall, it is capable of
carrying two high-speed high-capacity FPGAs and driving 112 bidirectional links to the front-
end and to the DTH400 and DAQ800 via MTP fibers. A BCP demonstration prototype unit
with a single FPGA will be available in the first half of 2020.

The optimal BTL readout energy threshold is around 1 MeV (Section 2.3), corresponding to
0.25 MIPs. This threshold yields a maximum of 8% occupancy as shown in Fig. 2.32. With 32
readout channels per ASIC and an event size of 120 bits, a data rate of 230 Mb/s is estimated
per ASIC at 750 kHz L1 trigger rate. A similar estimate is presented in Fig. 3.68 for ETL, with
an ETROC occupancy less than 6% as shown in Fig. 3.66. Overall, the maximum expected
data rates from the readout units are 5.5 Gb/s and 1.5 Gb/s for the BTL and ETL detectors,
respectively. In order to handle these rates, for the BTL detector, each MTD DAQ board needs
to transmit around 230 Gb/s of data to the DTH400 and DAQ800 boards, corresponding to ten
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Figure 4.2: Layout of the BCP ATCA board. The board has two high-speed Xilinx Ultrascale
KU115 FPGAs and an advanced on-board control and processing system powered by various
Xilinx Zynq FPGAs.

Table 4.1: Counts of back-end components in the MTD Detector for the Serenity boards with
144 links per board and for the BCP boards with 112 links per board.

Component BTL ETL
Bi-directional links 864 1600
DAQ boards (BCP) 9 16

DAQ boards (Serenity) 8 12
DTH400 boards 1 2
DAQ800 boards 3 4

Crates 1 2

25 Gb/s links (or fifteen 16 Gb/s links). For the ETL detector, each MTD DAQ board is required
to transmit around 190 Gb/s of data to the DTH400 and DAQ800 boards, corresponding to
eight 25 Gb/s links (or twelve 16 Gb/s links).

The number of DAQ boards needed to handle the total DAQ throughput depends on the num-
ber of bidirectional data links available on the boards. For the Serenity boards with 144 bidi-
rectional links per board, the back-end system will comprise eight DAQ boards for the BTL
readout and seven DAQ boards for the readout of each endcap of the ETL. For the BCP boards,
with an I/O capability of 112 bidirectional links per board, nine DAQ boards for the BTL and
nine boards for each end of the ETL will be needed.

In either case, the total DAQ throughput can be handled by one DTH400 and three DAQ800
for BTL and by one DTH400 and two DAQ800 for each endcap of the ETL detector.

In total, the DAQ system will occupy three crates in two racks. The layout of the BTL and ETL
crates are shown in Fig 4.3. The major component counts are summarized in Table 4.1.

In the current plan, a more computationally powerful FPGA is proposed for the BCP board
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Figure 4.3: Top: The MTD DAQ ATCA crate layout with 8 (left) and 6 (right) Serenity boards
(carrying 2 Xilinx Kintex Ultrascale Plus KU15P FPGA daughter boards) for the BTL detector
and each endcap of the ETL detector, respectively. Bottom: The MTD DAQ ATCA crate layouts
with 9 BCP boards (carrying 2 Xilinx Kintex Ultrascale KU115 FPGAs). The DAQ links from
on-detector electronics for the BTL detector (left) and each endcap of the ETL detector (right)
are grouped into 8 MTD DAQ boards per crate.

and this could be an advantage, if the plan for the MTD to participate in the L1 trigger moves
forward. However, the Serenity platform does have flexibility in the choice of FPGA.

Either of these two boards will provide the needed capability for the back-end of the DAQ. The
decision of which to use may depend on considerations relating to synergies with other sys-
tems concerning firmware and software development or cost considerations, including lifetime
support issues.

4.2 The clock distribution
The readout electronics in the CMS detector is synchronized with the LHC bunch-crossings.

A low-jitter sampling clock synchronized to the 40.078 MHz frequency bunch-crossing rate is
required to be distributed to the readout systems. In order to achieve the target timing per-
formance, the clock distribution system should have less than 15 ps rms link-to-link jitter over
all clock distribution links within a frequency range of the order of 1 Hz to the sampling fre-
quency of the ASIC. The lower limit is driven by the monitoring capability of the system (Ap-
pendix D.II). Anything above this jitter range will significantly worsen the timing performance
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of the MTD. For instance, a 35 ps timing performance obtained from the sensors and readout
electronics would be degraded by 3 ps by a clock distribution system with 15 ps rms jitter. Dis-
tributing the sampling clock with low jitter over 2000 readout units under varying temperature
and harsh radiation conditions poses a significant challenge.

4.2.1 Components of the clock distribution chain

The LHC clock synchronized with the bunch-crossing rate is distributed directly from the RF
system of the LHC. The clock received by the CMS central systems is distributed to the off-
detector electronics and, via multi-mode fiber cables, to the on-detector electronics.

The sampling clock can be distributed via one of two different schemes:

• a tree of encoded clock paths is proposed as the baseline clock distribution scheme
as shown in Fig 4.4. This scheme consists of an encoded clock with a guaranteed
available low jitter at the end-points of the distribution tree and with a phase consis-
tency between the leaves. The R&D will determine if the promise of low jitter and
phase consistency can actually be achieved or, alternatively, what needs to be done
at each intermediate stage to clean the jitter of the clock. Most importantly, the R&D
will also determine if the monitoring of the phase differences would allow the MTD
to achieve the desired timing precision.

• If the baseline solution does not meet the differential jitter requirements, a pure clock
(without encoding) will be distributed via a separate clock distribution network as
illustrated in Fig 4.5.

The baseline scheme is embedded into the TCDS2 system, hence it will use the TCDS/DAQ
links for the clock distribution. The 40.078 MHz clock received by the TCDS2 RF RX module
is distributed together with the trigger and fast control signals to the ATCA DAQ crates by the
TCDS2 nodes. The DTH board transmits the received LHC clock (or frequency multiples of it)
to the MTD DAQ boards through the high-speed lanes of the ATCA backplane. The FPGAs in
the MTD DAQ boards encode clock in the lpGBT stream and send it to front-end at 2.5 Gb/s.
The lpGBT ASICs in the front-end recover the clock and distribute it to the readout ASICs.

The pure clock distribution tree, on the other hand, will require separate clock distribution
nodes. One dedicated precision clock an monitoring module will receive the clock directly
from the LHC interface module (also reffered to as TCDS2 RF RX) and distribute it to the front-
end boards via a tree comprising one dedicated, one VTRX+ and one radiation tolerant clock-
distribution ASIC per clock entry point in the front-end: CC boards in BTL and hybrid service
cards in ETL (Sections 2.3 and 3.3, respectively). An additional fiber can be optionally deployed
to monitor the transmitted clock via a loop-back in the front-end boards.

4.2.2 Characterization of current CMS clock distribution system

The current RF clock delivered by the LHC is specified with 9 ps rms jitter [112]. Its future
evolution holds the promise to achieve even better performance.

In a simplified distribution tree with a single backend emulator board and two optical drivers,
the current versatile link (VL) framework with GBTx and VTRx is capable of providing the
LHC clock to the end-points with less than 10 ps jitter. However, a wider and more realistic
clock distribution network with two microTCA crates and two back-end emulator boards fed
from a single common clock source (Fig. 4.6) yields a less stable clock distribution with higher
rms jitter. Therefore, components of the current clock distribution network within TCDS and
VL framework are being extensively characterized to define possible improvements for future
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Figure 4.4: A schematic layout of the MTD baseline clock distribution system. The 40.078 MHz
clock received by the TCDS2 RF RX module is distributed to the ATCA crates through the DTH
boards. The received LHC clock (or frequency multiples of it) is distributed to the MTD DAQ
boards. The FPGAs in the MTD DAQ boards encode clock in the lpGBT stream and send it to
front-end at 2.5 Gb/s. The lpGBT ASICs in the front-end recover the clock and distribute it to
the readout ASICs.

clock distribution systems in CMS. Figure 4.6 illustrates the layout of a test system emulating
the encoded clock distribution system with components currently used in CMS.

In addition, studies analyzing the effect of temperature on the distributed clock jitter have been
carried out to ensure the performance of the clock distribution network in the MTD front-end
electronics at the operation conditions. The measurements indicate that decreasing tempera-
ture of the VL components slightly improves the link-to-link clock quality in a linear way. A
consistent 2 ps decrease of the rms clock jitter out of the GBTx is observed from 20 ◦C to−30 ◦C
over repetitive tests in a climate chamber.

Equivalent system tests will be performed to characterize the system performance of the Phase-
2 electronics once prototypes of the components foreseen to be used in the baseline clock dis-
tribution network are ready. Furthermore, realistic CMS use case conditions will be created, by
populating and powering all the nodes of the ATCA crates, as well as all of their optical links
and implemented FPGA logics.

4.2.3 MTD clock distribution system R&D

Ongoing common R&D efforts within CMS aim to provide the lowest clock distribution jitter
for both the baseline and the pure clock distribution trees for precision timing detectors. With
this purpose, various components are being tested and designed.

A preliminary characterization of the lpGBT encoded clock, which is the key component of the
baseline option, indicates a promising clock distribution performance particularly for phase
noise in the 100 Hz to 10 MHz range. At e-clock frequencies multiples of the LHC clock, a
small deterministic jitter is observed, which may affect the performance of TOFHIR ASIC for
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Figure 4.5: A simplified layout of the MTD alternative clock distribution system. The
40.078 MHz clock received by the TCDS2 RF RX module is distributed directly to the front-
end modules via the precision clock distribution and monitoring module. A bidirectional fiber
will be used to monitor the transmitted clock via a loop-back in the front-end boards.

which a reference clock of 160 MHz is required. Further measurements with a higher sample
size and including link-to-link jitter performance as well as a more detailed analysis of the ob-
servations are necessary for a comprehensive evaluation of the clock distribution performance
of the lpGBT.

In parallel, dedicated studies towards the development of a pure clock distribution tree are in
progress. PLLs are one of the fundamental building blocks of a clock distribution tree. Chains
of PLLs are planned to be used in both baseline and pure clock distribution schemes. Optimiz-
ing the PLL configuration and architecture is one of the key elements to achieve a low-jitter and
stable clock-distribution system. With an optimized PLL configuration, a sub-optimal clock in-
put with relatively high jitter can be reconstructed to have lower jitter values. This feature is
demonstrated using a chain of two Si534x PLLs serially connected to each other. A clock super-
posed with a square wave noise at 1 kHz is generated and fed into the PLL chain. With correct
PLL loop-bandwidth selection, the rms jitter of the clock (measured in a 1 Hz to 1 MHz range)
can be reduced from 72 ps down to 2 ps as illustrated in Fig. 4.7. The jitter components higher
than the frequency of the loop bandwidth of the PLL can be cleaned.

A similar PLL chain is used in the MTD DAQ boards. A special clock distribution daughter
board is designed to test the clock distribution performance of the Serenity board. An rms jitter
of 2.8 ps is measured in the Si5345 PLL based clock distribution network of the board. Similarly,
the BCP board will have a Si5345 PLL based clock distribution tree and various SMA test con-
nectors to evaluate the clock distribution performance. These results are also very encourag-
ing for an ongoing development of a PLL-based Precision Clock Distribution and Monitoring
(PCDM) Board. With high-performance low-jitter clock buffers and on-board time-to-digital
converter ASICs (TDC), the PCDM board aims to distribute the sampling clock over 60 links
with very low jitter and to monitor the looped-back sampling clock at a high frequency. Mul-
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Figure 4.6: The layout of the test stand emulating the current CMS clock distribution system
with two CMS microTCA crates and two GBTx chips on evaluation boards. A 28 ps rms link-
to-link jitter is observed.
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Figure 4.7: Jitter mitigation capabilities of a chain of two PLLs demonstrated with square wave
noise at 1 kHz superposed on a square wave clock. The left figure shows the phase noise
spectrum of the output clock from 1 Hz to 1 MHz with different PLL loop bandwidth settings
and the right figure shows the rms jitter for the corresponding frequency range with different
PLL configurations, scanning a loop bandwidth range for the two PLLs of (100,100) Hz to
(4,4) kHz. The rms jitter of the input clock is 72 ps (dark gray).

tiple boards can be cascaded to distribute clock to all the on-detector readout units of MTD.
There is an ongoing R&D for a radiation-tolerant clock distribution fan-out buffer. The fan-out
ASIC will have four inputs that can be multiplexed and buffered to twelve output signals. The
chip is specified to have radiation tolerance up to 200 Mrad. Such an ASIC can be also useful
for the baseline clock and fast-control signal distribution.

4.2.4 Developement plan and decision points

In order to reach a decision between the baseline clock distribution and the fallback pure clock
distribution solution, an extensive characterization of the first prototypes of the readout mod-
ules and the baseline backend clock distribution shown in Fig 4.4 is necessary. The following
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tests will be performed to characterize the system:

• Readout unit tests (with both concentrator cards and service hybrids) using only a
simple single DAQ evaluation board and a high performance input clock at 40.078
MHz,

• MTD DAQ board clock distribution tests with dedicated characterization boards,

• ATCA clock distribution tests with an external high performance clock, DTH board
prototype and the MTD DAQ board,

• ATCA crate and front-end tests with a single MTD DAQ board receiving clock from
the DTH board and two front-end readout units,

• Complete ATCA network tests with three DTH boards (one emulating the TCDS2
system) and two front-end readout units,

• Impact of the optical attenuation,

• Impact of the FPGA occupancy,

• Impact of the temperature variations in all of the tests above.

Due to the schedule restrictions the DTH board will be used to emulate the TCDS2 system.
As previously discussed, all of these tests are already performed for the microTCA crates and
the commercial test components are available in the teststands. With the availability of the
front-end and back-end prototypes the BTL clock distribution tests with a multiple ATCA crate
network will be performed in the second half of 2020 and the decision for the BTL clock dis-
tribution will be given end of July 2020. Similarly, the wider network tests for ETL will be
performed in the first half of 2021 and the decision will be given in July 2021. The performance
of the baseline clock distribution system will be assessed through a series of check-points and
test:

• Q2-Q3 2019 - initial performance charecterization with lpGBTv1 and VTRx+

• Q1-Q2 2020 - performance tests with VL+ and MTD back-end components;

• Q3 2020 - performance tests with the BTL front-end prototype (lpGBTv1);

• Q3 2020 - preliminary characterization with lpGBTv1 complete;

• Q1 2021 - performance tests with lpGBTv2;

• Q1 2021 - Ready to make a decision for the clock distribution in BTL (the decision
can be postponed to Q3 2021);

• Q1 2021-Q2 2021 Performance tests with the ETL front-end;

• Q3 2021 - Ready to make a decision for the clock distribution in ETL (or common
MTD decision).

While the test plan would enable to be ready for a decision for BTL in Q1 2021, the BTL front-
end design can be maintained compatible with both options and the decision postponed to
when producing the final boards for the experiment in Q4 2021. This would give more margin
to be really sure about the clock performance for BTL. The common decision could be marked
by a common MTD milestone on the clock system in Q3 2021. On the other hand, if the infor-
mation gathered by the end of 2020 is sufficiently clear, the decision can be made and the BTL
front-end design developed only according to one option. The plan is included in the project
schedule, with high level milestones listed in Table 6.1.

In parallel, the CMS-wide R&D plan for the charatcerization of the pure clock distribution
system follows the schdule below:
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• Q2-Q3 2019 - Initial performance charecterization with PCDM demonstrator and
VTRx+

• Q3 2019 - Fanout ASIC specifications

• Q3 2020 - PCDM prototype 1 tests

• Q3 2020 - Fanout ASIC radiation tests

• Q3 2020 - Performance tests with the BTL front-end prototype

• Q4 2020 - PCDM protoype 2 tests

• Q1 2021 - Performance tests with the ETL front-end prototype

4.2.5 Clock distribution monitoring and calibration

In order to evaluate options for clock-distribution monitoring and jitter cleaning, three domains
of frequencies, which might affect the jitter, need to be distinguished. In the high-frequency
domain above the PLL loop bandwidth (100 kHz to 100 MHz), the effects will most probably
be canceled by back-end and on-detector PLLs. The lpGBT ASIC used in both the BTL and the
ETL on-detector electronics has a PLL with a loop bandwidth around a few MHz. Furthermore,
there will be an additional PLL in the ETROC ASIC. The specification and the architecture of
this PLL is still under study.

The high-frequency domain is followed by an intermediate-frequency domain from 10 Hz up
to the PLLs loop bandwidth, for which the negative impact on the phase and jitter will need to
be monitored and if possible controlled in the baseline clock distribution scheme.

To enable this clock phase monitoring feature, two candidate technology options are under
study. Both of these options need the clock (encoded or not) to be looped back in the front-
end in order to measure the stability of the clock transmitted to the front-end. The first option
relies on the use of Digital Dual-Mixer Time Difference (DDMTD). The principle is based on
using a slightly lower frequency clock to sample both reference (output) clock and recovered
clock, resulting in a slow sweep of their mean period, and hence, permitting to amplify the
time difference between the two clocks. The second one is based on TDCs to measure on a
regular basis the latency of the looped-back links, thus monitoring the variation of the phase at
a frequency and resolution depending on the TDC capacities. Both of these options are under
study for baseline and pure clock distribution networks.

Finally, a low-frequency domain below 10 Hz causes clock drift effects which need to be moni-
tored, and if possible controlled at the hardware, firmware, or software level or calibrated out
using collision events. In case of the presence of intermediate frequency (>10 Hz) jitter de-
grading the clock to an unacceptable level, an independent clock distribution may need to be
designed. The pure clock distribution system will be separated from the baseline clock distri-
bution tree at the receiving point of the RF clock.

Phase noise contributions at offset frequencies below 10 Hz from the carrier frequency may
remain as a concern even if the performance measurements are already found to be at the
level of 10 ps for the rms jitter. As a consequence, the clock phase, once calibrated over the
whole detector, will have to be monitored in order to follow its possible variations and obtain
knowledge about its longer term level of stability. For example, variations on the time scale
of one minute can be corrected using minimum bias events with a precision of about 5 ps per
channel or per clock region (Appendix D.II).
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4.3 L1 Trigger options
The CMS Phase-2 detector will feature a Level-1 Track Trigger [4]. This addition to the CMS
L1 Trigger system is the key to withstanding the challenges posed by the high rate of pileup
at the HL-LHC. Similarly to offline reconstruction, the time information from the MTD can
be combined with the track information at the trigger level to further mitigate the impact of
pileup events or can be used to target specific final state topologies with characteristic time
structures. For example, the isolation of candidate leptons and photons from the L1 Calorime-
ter and Muon triggers from other charged particles identified using the L1 Track Trigger will
be a powerful method to discriminate genuine candidates from the multi-jet background. The
MTD can distinguish vertices that are separated in time and help reduce the rate of tracks in-
correctly included in the isolation sum. In addition, long-lived particles, predicted by several
extensions of the standard model, are expected to produce hits in the MTD inconsistent with
the time-of-flight of known particles: a feature that can be exploited in the trigger.

The participation of the MTD in the L1-Trigger decision is not included in the MTD baseline
design. However, this option is being considered within the collaboration. The evaluation and
possible positive acceptance of a Level-1 timing trigger proposal can only be made within the
context of the CMS trigger TDR studies (Q1 2020), including considerations on the additional
benefits brought by an MTD trigger to the exploitation of the HL-LHC data, on the optimization
of bandwidth allocations, on the impact on the Level-1 Trigger System, links, and backend
boards. In this section, we discuss the technical changes that would be needed to the MTD
hardware not to preclude participation in the Level-1 Trigger. We assess the risks, the decision
points and the cost impacts of the changes that would be required in the front-end, in order to
inform future decisions.

4.3.1 Level-1 MTD requirements and architecture

The current CMS Trigger system operates in two levels: the first level (L1) consists of custom
designed electronics that receives input from the calorimeter and muon systems and generates
a trigger within 3 µs and at a rate of up to 100 kHz. The L1 Trigger system is composed of two
separate data streams: a muon trigger which takes as input the muon stubs and reconstructs
L1 muon candidates and a calorimeter trigger which takes as input the calorimeter data and
reconstructs electrons/photons, taus, jets and various global sums. Information from the Muon
Trigger and Calorimeter Trigger subsystems is then sent to the Global Trigger to determine if
constructed L1 objects pass the L1 menu requirements. The Global Trigger then generates an
L1-A if L1 menu conditions are met and sends an L1-A signal to the TCDS, which propagates
the L1-A to all subsystems. Upon receipt of an L1-A, channels above threshold are read out
and the data handed over to the High Level Trigger (HLT).

An upgrade to the L1 Trigger system is being planned in order to cope with the demanding
conditions of the HL-LHC. The Trigger system will maintain a two level strategy in Phase-2,
however, the entire detector readout electronics and DAQ will be replaced to allow a maximum
L1-A rate of 750 kHz, and a latency of 12.5 µs (500 LHC bunch crossings).

Similar to the current design, the Phase-2 L1 Trigger system will continue to receive data from
the front-ends of the electromagnetic, hadronic, and forward calorimeter systems, as well as
the muon systems. Notably, for the first time, the L1 trigger will also include data from the
Outer Tracker, which will be reconstructed to obtain L1 tracks. The correlation between the
L1 tracks, the calorimeter deposits and the muon candidates will primarily take place in the
L1 Correlator system. The L1 Correlator system could also be used to separate particles that
originate from pileup collisions from those that originate from the primary vertex using timing
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information from the MTD.

In order to implement a data path from the MTD to the L1 trigger, modifications to the currently
designed ASIC and front-end electronics are required. These are:

1. implementing a separate buffer in the two front-end ASICs for storing data destined for
the L1 stream;

2. enlarging the output bandwidth from the front-end ASICs by doubling the number of
E-links and operation of the lpGBT at its maximal bandwidth of 10.24 Gb/s instead of the
nominally designed 5.12 Gb/s;

3. building logic into the back-end electronics that would deliver both a Level-0 and L1
trigger for readout; and

4. providing the ability to read the MTD trigger data into the L1 Trigger system within
7.5 µs.

To read out the front-end electronics, Level-0 trigger logic is required to reduce the readout rate
from the nominal 40 MHz by a factor of 40 to 1 MHz. As the precise latency and architecture
for the L1 trigger is still being developed, we provide two options for the source of this data
reduction. The options have been identified as:

• Region of Interest (ROI) seeding using a configurable minimum pT threshold, pROI
T ,

L1 calorimeter and L1 muon tracking stubs from the inner most chambers.

• A Level-0 menu with the thresholds and objects optimized for a 1 MHz rate.

The first option, an ROI from the L1 Calorimeter Trigger and Muon Trigger subsystems would
ask for each subsystem to identify calorimeter clusters or muon stubs above a given threshold
and forward them to the MTD backend. At the MTD back-end, the ROI would be converted
from the L1 Calorimeter/Muon geometry to the MTD geometry using a look-up table (LUT).
The MTD back-end would then forward a read out request to the MTD front-ends correspond-
ing to the ROI identified by the trigger. Using a minimum bias sample which is generated to
mimic nominal HL-LHC running conditions with a pileup of 200 vertices it has been shown
that a pROI

T threshold of 5 GeV is sufficient to reduce the ROI rate by a factor of 50.

The second option, the Level-0 Menu, would ask for a given event to have at least one L1 calori-
meter or L1 muon object above a configurable pT threshold. This would require the calorimeter
and muon subsystems to identify their highest pT candidates and notify the MTD back-end if
a candidate is found. The option to seed from tracking stubs has also been considered. How-
ever, because of a high fake rate and lack of pointing information this is not a tenable option.
Furthermore, L1 tracks have also been considered as ROI seeds. However, in the case where a
long-lived particle is more than a few millimeters from the beam spot an L1 track would have
a low probability of being created due to the beam spot constraint of the L1 tracking algorithm.
The overall architecture and proposed insertion of the L1 MTD trigger primitives (TPs) into the
L1 Trigger System are shown in Fig. 4.8.

As previously mentioned, data are read from the ASICs on the front-end and then transmitted
to the DAQ through the back-end. The definition of the output data from the BTL and ETL is
described in Chapters 2 and 3, respectively. With the inclusion of the MTD in the L1 Trigger
the back-end electronics would also be responsible for generating the L1 MTD TPs. Since the
proton-proton collisions in a single bunch crossing are distributed over an rms of 180–200 ps,
during trigger-primitive generation the timing information read out from a single channel is
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Figure 4.8: Latency map of the L1 trigger data path. The latency of the L1 trigger system from
detector readout to TCDS is shown on the left. On the right, a diagram showing the MTD
acquisition path from the L0 trigger to the MTD back-end, on to the MTD front-end, and then
the return path through the MTD back-end and back to the L1 trigger for use in L1 algorithms.

assigned a bin value. The binning is defined such that the central bunch crossing is split into 18
bins where each bin corresponds to a 30 ps time window, six additional bins are defined for hits
which appear outside of the central bunch crossing’s 0.5 ns window and may later be identified
as long-lived particles: 1 bin for particles which appear 0.5 ns late, 1 bin each for particles that
appear 1, 2, 3 or 4 ns late and one bin for particles which appear after 4 ns. After the formation
of the trigger primitive this data would be forwarded to the L1 Correlator to be correlated with
the L1 physics objects, namely, charged and neutral particle candidates. Additionally, a copy
of the data could be sent also to the L1 vertex finding electronics (not shown in the diagram) to
reduce the inclusion of pileup tracks in the L1 primary vertex.

4.3.2 Decision points for the Level-1 MTD

To maintain the possibility for the MTD to participate in the Level-1 trigger, the capability to
process a Level-0 accept should be included in the front-end ASICs. To minimize risks, the
necessary changes to the ASIC logic and to the output FIFO should be integrated in the second
to last iteration of the ASICs, which are scheduled for submission in November 2019 for BTL
(TOFHIR2 version 1) and at the end of 2020 for ETL (ETROC2). For this reason, the Level-0
accept logic is included in the BTL baseline plan, while it will be considered for the ETL plan
on the condition that a Level-1 timing trigger proposal will be presented with the CMS Trigger
TDR at the beginning of 2020. The extension of the ASIC logic is also conditional to positive
testing of the L1-A logic in the previous iteration of the ASICs.

To accommodate a Level-0-accept rate of the same order as the Level-1-accept trigger, the read-
out bandwidth of the MTD should be doubled, with additional VTRX+ links on the front-end
boards, fibres, and back-end boards. As the BTL will not be accessible for repairs or replace-
ment of the equipment for the entire Phase-2 operation, a redundant number of links and fibers
for data control, matched to a corresponding number of back-end boards, is already included
in the baseline design. Therefore any decision on the Level-1 timing trigger proposal has no
impact on the BTL design and expected costs, while it would impact the ETL design, with an
estimated additional cost of approximately 400 kCHF. The decision on the number of links and
fibres is only needed for the finalization of the design of the front-end boards (not before Q3
2020) and can therefore be postponed to after the decisions made for Level-1 Trigger TDR.

Once we ensure to have the front-end capable to provide MTD triggers, changes to the back-
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end may be decided and implemented later. At that stage, one would need to identify potential
changes needed in the back-end FPGA to provide sufficient computational power, changes in
the links to the L1 Trigger, costs, and resource implications. These aspects, being an upscope of
the current MTD design, are not addressed in this TDR.

4.4 Detector control and safety system
The MTD detector safety system (DSS), whose goal is to protect the equipment against con-
ditions that would harm it, will follow the same principles as the upgraded Endcap Calori-
meter and Tracker detectors, and will be developed in close synergy with those projects. The
MTD-DSS systems will be based on industrial Programmable Logic Controllers (PLCs). The
MTD-DSS will constantly monitor the temperatures and humidities inside the detector volume
and in its interfaces, and will have access to all status information from the cooling and dry gas
systems. Temperature sensors inside the common Tracker and BTL volume, as well as the ETL
volume, will be directly connected to the MTD-DSS PLCs. Each detector cooling loop will be
monitored with a radiation tolerant Resistive Temperature Detector (RTD) on the inlet, outlet,
and on the capillary. Additionally, the BTL will be equipped with two RTDs per readout unit,
the ETL with five RTDs along each cooling loop within the wedges, and the ETL thermal screen
with 64 RTDs, for a total of 352 RTDs. A dedicated sniffer system will pump gas from the MTD
and Tracker volumes via several copper pipes towards the service cavern, where the gas will
be analyzed by commercial high-precision dew-point meters. The MTD specific sniffer system
will comprise eight sniffers per end. The MTD-DSS will also monitor the in-going gas quality
(i.e. flow, pressure, humidity). Based on the temperature, humidity, and functional status of
the service systems, the MTD-DSS can interlock individual power supplies, switch off the gas
flow by controlling the input valves, or switch off cooling plants or force them to go to room
temperature in case of high humidities. Given that the BTL and Tracker will share the same
cold volume, any of these actions will be implemented to warrant the safety of both detector
systems. In case of non-availability of information about any service or in case of failure of the
MTD-DSS system itself, the MTD and Tracker will be brought into a safe state (Power OFF and
interlocked and force warm the cooling plants), following the same logic (action matrix used
by the DSS) as the Tracker. Leaving such an interlock state needs a human acknowledgement.
A cold start up sequence will need to be executed to energize the MTD again. MTD OFF and
cold is the normal safe state. The MTD-DSS will be a slave of the CMS DSS, having access to
information like fire, rack failure, etc. The DSS can tell the MTD-DSS to switch off the detector
and/or its services, for example via a button in the control room. Individual PLC racks will
serve the different detector partitions. All PLCs will be supervised by a redundant PLC master
system, which will not be connected to the network, for security reasons. All PLCs will be
powered by UPS (Uninterruptible Power Supply). Limits on temperatures and humidities can
be programmed individually, as well as which group of sensors switch off which part of the
MTD, according to a programmable majority logic. The action matrix will be adaptable, but
will always follow the most conservative and safest approach.

The MTD control system, MTD-CS, is the main interface to switch on and off the MTD in a safe
and controlled way, and it provides all status information (power system, cooling system, gas
system, temperature, etc.). It also provides the control needed to configure the detector elec-
tronics during operations and after shutdowns and outages. Unlike DSS, which has hardwired
data inputs and interlocks, the MTD-CS system relies on the same high speed data links, the
GBT chip set, used in the transmission of event data and is based on a commercial supervisory
control and data acquisition (SCADA) system chosen by all LHC experiments for the HL-LHC
era. The MTD-CS will monitor all power supplies and all services, for example cooling and
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dry gas, and will have full access to all MTD-SS PLC information, for example all temperature
and humidity readings. The MTD-CS will also prevent switch-on in case of non-conforming
conditions. The system will also provide alarms and warnings via the common CMS interface
to the shift crew. All set-parameters (low- and high voltage settings, trip limits, temperature
limits, and alarm levels) will be stored in a configurations database, and all actual conditions
will be stored in a conditions database, to allow historic viewing.

The DSS design and prototyping for the cold systems will begin in 2020 with MTD. For BTL,
progressive system tests will take place at the TIF integration facility, which will start to be
instrumented with equipment for installation in the second half of 2021. Final tests will be per-
formed during the installation period in the first half of 2023, while the commissioning phase
is slated to occur jointly with the Tracker system after the completion of Tracker installation.
Similarly for ETL, progressive system tests will take place at the P5 integration facility ending
with a full system test in the first half of 2024, before lowering the first full ETL disks to the
underground cavern. Final commissioning will take place in situ in 2025.

4.5 CO2 cooling system
The CMS CO2 cooling system serves several CMS subdetectors: the Tracker (Outer Tracker,
OT and Inner Tracker, IT), the Timing Layer Detectors (ETL and BTL) and the CE. The total
cooling power, including ambient pickup, will be around 600 kW of CO2 cooling power. The
system features seven two-phase accumulator controlled loop (2PACL) cooling plants plus a
spare one, installed in the USC-55 service cavern, from where pumped CO2 is distributed to
the detector through manifolds and patch panels (PP1), as schematically shown in Fig. 4.9. Out
of the seven CO2 plants, three are used for the MTD: one is fully dedicated to the BTL, two
are shared between ETL and CE (one per each detector end). The 2PACL cooling units are
all connected to a common primary chiller sitting on surface at P5. The primary chillers are
directly cooled by cooling tower water. A CO2 storage system is located on surface as well.
This is a conditioned storage of CO2 to supply or remove CO2 from the underground systems.
This feature allows a reduction in the size of the buffer tanks (accumulators) compared to the
ones used for the standard 2PACL systems, thus saving space in the underground premises.

Each of the 2PACL cooling plants is connected to vacuum insulated coaxial transfer lines, dis-
tributing the CO2 to the experimental cavern manifolds. Each plant’s transfer lines serve two
manifolds from where a first distribution is done towards the different detectors. The BTL is
then fed through two manifolds, positioned on the X0 floor of the UXC-55 cavern and on the
near side of the X4 floor, as shown in Fig. 4.10 (left). Each of the manifolds splits the flow into
six parallel detector cooling segments. The ETL is fed through two manifolds per each YE1,
provisionally located at the top of the YE1 structures, together with the CE ones, as shown in
Fig. 4.10 (right). Each manifold splits the flow into two parallel cooling segments. From the
BTL manifolds, the rigid, vacuum-insulated, coaxial transfer lines arrive at the patch panels in-
side CMS. At the patch panels, the concentric transfer lines separate into rigid inlet and return
transfer lines which are routed up to the detector entrance.

In all CMS CO2 cooled detectors, before entering the detector cooling loops, the liquid is pre-
heated by dedicated devices, bringing it up beyond the saturation temperature and avoiding
the super-heating phenomenon. The pressure drops from the detector loops back to the cooling
plants are kept small where possible to minimize the difference between the accumulator tem-
perature set point and the detector evaporator outlet temperature. The pressure determines the
evaporator saturation temperature and therefore the actual cooling temperature in the detector
cooling pipes. The pressure control is upstream of the pressure drop, so the controlled cooling
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Figure 4.9: Schematic view of the CO2 cooling system in the cavern and of the connection to
the surface cooling (left), and zoomed view of the system in the cavern (right).

temperature is at the outlet of the cooling tubes. The inlet temperature is a function of the pres-
sure drop in the detector and is therefore not controlled by the cooling system, but determined
by the on-detector cooling loop design. The operating temperatures and the specifications for
the cooling loops inside the detectors are discussed in Sections 2.4.4 and 3.8.4 for BTL and ETL,
respectively.

In summary we have the following subcomponents, sections, and boundaries:

1. CO2 storage tank at the surface and the vertical transfer lines between surface storage
and plants;

2. The primary cooling plant placed on the surface with the evaporators down in the USC-55
cavern;

3. CO2 cooling plants in USC-55, which comprise several identical plants with accumulators
and a back-up plant;

4. Vacuum-insulated concentric transfer lines connecting the plants in USC-55 to the cavern
manifolds of UXC-55;

5. Cavern manifolds;

6. Vacuum-insulated concentric transfer lines connecting the cavern manifolds to the detec-
tor patch panels (PP1s) inside the CMS vacuum tank;

7. Pipes (inside foam insulation) from the PP1s to the Tracker bulkheads;

8. Pipes inside the Tracker volume from the PP1 to the detector manifolds;

9. Detector manifolds next to each subdetector;

10. Capillaries used for the flow balancing on the input lines;

11. Evaporators on the detector local supports;

12. Return pipes to the detector manifolds.
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Figure 4.10: Layout of the transfer lines and the CO2 manifolds serving the barrel (left) and
the endcap detectors (right panel). In the left panel the BTL manifolds on the X0 floor and the
X4 floor balconies are in blue; in the right panel, the CE/ETL manifolds at the top of the YE1
structure are in cyan.

The CERN EP-DT cooling team is mandated by ATLAS and CMS to design items 1 to 3, with
CERN EN-CV being in charge of the primary chiller. There is a CERN oversight body for the
CO2 cooling system, comprising the ATLAS and CMS Technical and Cooling Coordinators as
well as representatives of the CERN-EP and EN departments. The CMS cooling coordination
team is supporting the CMS subdetectors for the design of items 4 to 6. Items 7 to 12 are
the responsibility of the subdetector groups. Conceptual design of this hardware (8 and 9) is
supported by the CMS cooling coordination team. The MTD requirements used — together
with the requirements from other sub-systems — in the design of the CMS cooling system are
described in Sections 2.4.4 an 3.8.4 for BTL and ETL, respectively.

A series of tests with prototypes and with the final system during the commissioning phase
will be performed to validate the cooling system. The cooling plants are planned to be com-
missioned in standalone mode (no detector connected) after installation in the underground
premises. The part of the system tested will go up to the experimental caverns manifolds, with
dummy loads emulating the maximum detector power. The MTD specific CO2 tests include
a verification of the single cooling loop performance with a tray prototype for BTL (October
2019) and a wedge prototype for ETL (April 2020). During assembly, the cold checkout of the
trays or modules will be performed in thermal chambers at the assembly centers, without the
need of CO2 cooling. Tests of the CO2 cooling at the granularity of one cooling loop will be
performed during the integration phase at the TIF for BTL, using the CO2 plant available at the
TIF. Testing of ETL wedges at P5 will be performed at the granularity of one cooling wedge. For
that ETL testing, we plan to use one of the two CO2 plants now serving the CMS Pixel detector
that is not planned to be used for Phase-2 operation. The second plant gives a potential double
redundancy in case of troubles.

The schedule of the common ATLAS and CMS Phase-2 CO2 project, for parts under the respon-
sibility of the CERN EN-CV, EP-DT and CMS cooling coordination team, is being optimized
and is presented to the CERN Oversight Board dedicated to the project control. The full list of
milestones is expected to be finalized in September 2019, including:

• Primary system purchase, delivery and installation

• 2PACL plants purchase, delivery and installation

• Cavern manifold purchase, construction and installation

• Main transfer lines (plant to manifold) and detector transfer lines: design, purchase,
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installation

• 2PACL plants stand-alone test (primary with 2PACL plants, manifolds, and dummy
loads)

• Connection to the detector & testing

According to the current plans — used to define the MTD spending profile for the required
contribution to the purchase of the 2PACL plants, transfer lines, and manifold —, the plants
will be ordered in 2021 and received, installed, and commissioned in 2022–2024, while the main
transfer lines and manifolds are planned to be ordered in 2023, installed and commissioned
in 2024. Direct links and cross-coordination between the MTD project, through its technical
managers, and the CMS Technical Coordination and cooling coordination teams, described in
Section 6.1.3, warrant prompt integration and updates of this information in the MTD project
schedule.
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Chapter 5

Reconstruction, performance and physics
impact

5.1 Introduction
Studies have been performed on the impact of the MTD on the physics deliverables of CMS.
The CMS event reconstruction relies on a Particle Flow algorithm [10] that provides the most
global description of an event. With the addition of track-time information from the MTD, the
event reconstruction is significantly improved. The time information from charged tracks is
exploited in a space-time reconstruction of tracks and vertices (Section 5.2). Final state particles
and observables are defined using vertices and track collections that are cleaned from spurious
(pileup) tracks using space and time compatibility requirements (Section 5.3). The cumula-
tive effect of the benefits on individual final state observables is quantified on a selected set of
analyses of key physics processes of the HL-LHC program, such as precision measurements of
the Higgs boson, the search for di-Higgs boson production, and the search for new signatures,
including long-lived particles (Section 5.4). Particle identification from time-of-flight measure-
ments with the MTD also provides unique opportunities in Heavy Ion physics.

Acceptance and efficiency studies, as well as the study of the track association with the time
measurements in the MTD and the study of physics observables rely on a complete simula-
tion of the MTD in the CMS Phase-2 detector using the GEANT package [113], with a detailed
description of the MTD geometry (Section 5.2). The digitization process, with a complete sim-
ulation of the signal pulses, the leading edge discrimination and amplitude reconstruction, is
based on the current design of the readout electronics and tuned using input from test beam
data. The time information from the MTD, matched to the charged tracks and extrapolated
to the vertex (Sections 5.2.5 and 5.2.6), is incorporated in the track information and used in
a “time-aware” 4D-extension of the deterministic annealing technique of the CMS vertex re-
construction. Current results demonstrate that the back-propagation of the time information
to the production vertex makes a negligible contribution to the time resolution and validate
the reliability of the results from the fast-simulation approach adopted in the MTD Technical
Proposal [8].

In this document, studies of the MTD impact on final state observables and on the analyses
of specific physics processes rely either on full simulation or on the parametric fast-simulation
model of Ref. [8], in which the time information is added to the CMS simulation and recon-
struction workflow with an appropriate smearing of the simulated track time at the production
vertex. The efficiency for track-time measurements is also included in the fast simulation. For
some studies, the DELPHES simulation package [114] is used.

Where relevant – for example for final state observables such as particle isolation – the studies
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have been performed as a function of interaction density in the LHC. In Run-2, the mean num-
ber of pileup collisions (PU) per beam crossing evolved from about 30 to 60, corresponding to
a vertex line density of ∼0.3 and ∼0.6 mm−1, respectively. The typical density for the HL-LHC
scenario corresponding to 140 pileup interactions is ∼1.2 mm−1, and at 200 pileup the density
is ∼1.9 events mm−1. The reconstruction performance and the physics impact have been stud-
ied for different scenarios, with per-track time resolution in the range between 30 ps and 70 ps.
The barrel timing layer (BTL) provides a single measurement per track from the combination
of two measurements at the two ends of the crystal bars. It is expected to achieve a per-track
resolution of 30–40 ps at the beginning of the operation, degrading to about 50–60 ps at the
end of HL-LHC. Physics results exploiting the full HL-LHC luminosity are shown for an av-
erage BTL resolution of 40 ps. Heavy Ion physics results are presented for 30 ps resolution, as
Heavy Ion runs are slated to take place in the first period of MTD operation. The endcap timing
layer (ETL) achieves a hermetic coverage with a double-disk structure. Each disk provides a
measurement per track with 50 ps precision with about 85% coverage. The combination of two
measurements provide 35 ps resolution per track for about 72% of the tracks. This performance
is assumed in the simulation studies of physics results and can be maintained throughout HL-
LHC operation by adjusting the operating voltage of the sensors or the preamplifier settings
(Sections 3.2 and 3.3). Scenarios with degraded timing performance, both for BTL and ETL,
and split to show the effect of the BTL and ETL coverage separately, are also presented for the
sake of completeness.

Full-analysis studies are benchmarked assuming the 200 PU scenario. Only a selected number
of full analyses are presented that touch on some of the most important signatures for the
CMS physics program at the HL-LHC. The Phase-2 CMS detector, including the upgraded
tracker, calorimeters, and muon systems, is used to derive a reference performance to which
the differential gain from the MTD is compared. Unless explicitly stated, up-to-date algorithms
optimized for the reconstruction of 200 pileup events with the upgraded CMS detector are
used. A preview of the expected impact of the MTD was presented in Chapter 1 (Table 1.1).

5.2 Detector simulation and reconstruction
5.2.1 Detector Simulation

Event reconstruction studies and the study of some final state observables, such as particle
identification, are based on a complete GEANT simulation of the MTD detector. The time and
the position of the particles crossing the MTD are reconstructed from the energy deposited in
the active detector elements of the BTL and the ETL.

The simulation of the BTL geometry is accurate. In Fig. 5.1 (left) the trays are shown within the
Outer Tracker support tube, with a radial position of the crystals at 1174.5 mm from the beam
axis. The BTL geometry model embedded in the CMSSW framework is based on 48 rows of
modules per tray, each including 3 modules of 16×1 crystals of transverse dimensions 57.6 ×
3.15 mm2 with gaps between them corresponding to the space needed by SiPMs. The crystal
bars have their long side orthogonal to the z dimension of the CMS detector. The thickness
of the crystals is 3.75, 3 and 2.4 mm, respectively, for each consecutive group of 16 modules
moving from the center of the detector towards the endcap region. As shown in Fig. 5.1 (right),
an aluminum plate with a surface of 92× 52.2 mm2 and 3 mm thick is placed below the crystals
in front of the Tracker volume to simulate the support plate, while a PCB board of equivalent
transverse size and 1.6 mm thick is placed 3 mm above the crystals to approximately simulate
the readout electronics material budget.
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Figure 5.1: View of the simulated BTL trays within the Outer Tracker Support Tube structure
(left) and detailed view of the simulated BTL module (right).

The ETL simulation is based on the geometry described in the MTD Technical Proposal [8]. The
double-disk x-y layout described in this TDR could not be implemented because of a limitation
in the software used to build the MTD geometry in GEANT. Since either ETL geometry pro-
vides a hermetic coverage, the interleaved double-disk design with radially oriented modules
from the MTD Technical Proposal is adequate to describe the performance of the TDR layout.
Compared to the TP design, as shown in the left panel of Fig. 5.2, 11 rings of modules have been
used for this simulation in the radial acceptance 324–1291 mm, distributed on two disks placed
in front of CE (right panel of Fig. 5.2) at 3038 and 3057 mm respectively from the interaction
center. The residual difference between the TP and TDR designs lies in the material distribu-
tion of the support structures in the ETL, and in adjustments of the ETL position and radius.
An approximate description of the support plate is provided by a set of aluminum disks in
between the two sensors’ disks. In both designs the total additional material from the ETL is
less than 0.2 X0 (radiation length), and the impact of the variations in material is minimal.

In the DELPHES simulation the effect of timing information is introduced either by a fast-
simulation or by means of a parametric description of the efficiencies for signal and background
processes applied to reconstructed objects. In the fast-simulation, the time of a charged track
falling within the acceptance of the MTD is assigned directly from the time of the simulated
track at the production vertex, spread by the time resolution at the vertex obtained from full
simulation studies of the track reconstruction (Section 5.2.6). In the parametric simulation, the
efficiencies are derived from the studies of the event reconstruction based on full simulation.

The studies of the case for inclusion of the MTD into the Level-1 trigger, presented in Sec-
tion 4.3, are performed using two types of simulations. For the rates and efficiencies of iso-
lated objects, the fast-simulation technique is used but applied to track-trigger candidates de-
rived from the Phase-2 track-trigger emulator. This results in time stamps being applied to
each found Level-1 track, and emulates the information that would be available in a region-
of-interest trigger for the MTD, where each region of interest is a single Level-1 track. The
Level-1 Trigger simulations pertaining to tagging long-lived particles are performed using the
full simulation of the detector, and the corresponding hit digitization in the full reconstruction.
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Front view

Modules with support,
different colors per disc

Figure 5.2: Front view of the simulated ETL structure (left) and detail of the ETL module rings
without passive structures, with modules on different disks shown with different colors (right).

5.2.2 BTL simulation

The task of the BTL simulation is to convert the energy deposits and the respective arrival times
in a crystal into time and energy measurements that incorporate the response of the detector
and of the readout chain. The total amount of energy deposited in each crystal is estimated
via GEANT simulation by adding all the energy deposits accumulated in the crystal within an
interval of 25 ns from the bunch crossing. The signal amplitudes from the SiPMs at the two
ends of the crystal bar are proportional to the deposited energy through the light yield (LY)
of the crystals and the photon detection efficiency of the SiPMs (PDE), with a signal sharing
depending on the longitudinal position of the energy position within the crystal bar. Table 5.1
lists the default values for these parameters, tuned on test beam and laboratory measurements
discussed in Section 2.1.1. The numbers of photoelectrons read out on both sides of the crystal
are independently fluctuated according to a Poisson distribution.

The simulation of the detected time of arrival (TOA) at a given BTL cell includes different
effects: the time of arrival of the first energy deposit in the cell, the time latency for the scin-
tillation light to reach the SiPMs at the crystal ends, and the time-walk effect depending on
the signal amplitude and the discrimination threshold of the readout electronics. The time la-
tencies from the hit position in the crystal to the left and right SiPMs are parametrized using
test-beam data, which indicate an average light propagation velocity of about 8.5 ps/mm in the
LYSO bars. The ability of the BTL readout chip (TOFHIR) to provide two time measurements
per readout channel, either both on the leading edge or on the leading and trailing edges of the
signal, is implemented in the simulation via a set of configurable parameters. The default con-
figuration uses the lowest leading edge threshold to digitize the time of arrival. The time-walk
is corrected using the amplitude measurement.

A reference pulse shape of the TOFHIR signal at the input of the discriminator (shown in
Fig. 2.50) is used to calculate the time-walk delay. The pulse shape is based on a detailed sim-
ulation of the TOFHIR chip based on the CADENCE software as discussed in Section 2.3.2.2.
The pulse amplitude is normalized to the number of photoelectrons and the measured time is
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Parameter Default value
LYSO light yield 40000 photons/ MeV
Light collection efficiency per SiPM 0.15
SiPM photon detection efficiency 0.20
Light propagation time in LYSO 8.5 ps/mm
TOFHIR discriminator thresholds 20, 50 p.e.
TOFHIR amplitude threshold 4 p.e.
TOFHIR electronic noise 1 p.e.
Number of ADC bits 10
ADC range 600 pC
Number of TDC bits 10
TDC least significant bit 20 ps

Table 5.1: Parameters used in the BTL simulation: the values have been tuned on test-beam
and laboratory measurements.

set by the time when the pulse crosses a configurable threshold.

If multiple particles cross the same crystal, from either the same or different beam crossings
(up to −3 BX are considered in the current simulation), a single pulse shape is generated, cor-
responding to the particle that has generated the earliest time deposit within the BX window.
The effect of the noise induced from additional pulses at an average pile-up of 200 interactions
has been studied with dedicated simulations and shown to be below 10 ps at the thresholds
which are expected to be used for the TOFHIR electronics, including the light emission and
propagation within the LYSO crystals.

Two time measurements are generated for the left and right SiPMs of a crystal, tL, R, which
are independently fluctuated with a Gaussian distribution using a global σ that includes all
the contributions to the time resolution summed in quadrature according to Eqs. 2.1 and 2.2.
Finally, the charge and time values are digitized according to the TOFHIR specifications: a 10-
bit ADC with a dynamic range of 600 pC (corresponding to 15.6 MeV) and a 10-bit TDC with a
granularity of 20 ps (time saturation at 20.46 ns).

As shown in Fig. 2.32 (Section 2.3), the BTL crystal occupancy at 200 pileup interactions, es-
timated from this simulation, ranges between 6 and 8%, for signals of amplitude higher than
Ethr = 1 MeV (about 25% of the MIP most probable energy deposition), corresponding to
the BTL readout threshold. At lower thresholds, the occupancy increases — about 24% for a
threshold of 100 keV— because of low energy hits, mostly due to out-of-time interactions orig-
inating from back-scattered particles from the ECAL. According to simulation, these hits are
sufficiently delayed with respect to direct tracks to not pile up on the rising edge of the signal,
where the time stamp is obtained. Furthermore, the average energy deposits from such parti-
cles in the LYSO crystals is typically of the order of 5% of a MIP signal or less. Therefore, their
impact on the amplitude measurement used for time-walk corrections is minimal. Dedicated
simulation studies demonstrated that the impact of both out-of-time pileup and back-scattered
particles on the time resolution is below 8 ps in quadrature.

The acceptance of the BTL has been estimated from the simulation of single muon events and
amounts to about 90%. This efficiency is defined as the probability of finding a cluster of energy
deposits (Section 5.2.4) larger than 3 MeV spatially associated to a single muon track of pT >
0.9 GeV. As shown in the left panel of Fig. 5.3, the inefficiency originates from the φ-periodic
gaps between adjacent crystal matrices occupied by the SiPMs (two per tray), the gaps between
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Figure 5.3: Per-track efficiency of finding an energy deposit larger than 3 MeV in the BTL and
spatially associated to a single muon track. The left panel shows the efficiency as a function of
the azimuthal track position at the BTL surface in a range corresponding to two trays. The right
panel show the efficiency as a function of the pT for single muon, single pion, and minimum
bias tracks in blue, red, and black, respectively.

adjacent trays (36 in each half barrel), and the region taken by the TST rails at φ = 0 and
φ = π. The right panel of Fig. 5.3 shows that hadrons suffer from an additional, pT-dependent
inefficiency because of nuclear interactions in the Tracker material upstream of the BTL.

5.2.3 ETL simulation

The ETL simulation follows the description of the geometry given in detail within the MTD
Technical Proposal, and does not yet implement in detail the design proposed in Chapter 3. A
single layer with eleven overlapping concentric rings of silicon modules is used to describe a
detector that is hermetic in φ for the fiducial region of 1.5 < |η| < 3.0. The small single hit
inefficiency (about 1% for endcap sensors with 90% fill factor) is not propagated in the version
of the simulation adopted in this document. A simplified approach is adopted to describe the
timing performance of the design proposed in Chapter 3, with a single value of the time resolu-
tion used for all the tracks within the ETL acceptance. A time resolution 35 ps is assumed, equal
to the combined resolution of a detector consisting of two planes with about 50 ps resolution
for each plane. This should be a fair assessment of the average performance of the proposed
ETL design, given a 90% fill factor and a single hit time resolution that will be better than 50 ps
over a significant fraction of the acceptance.

The per-pad occupancy of the ETL depends on the radial distance to the beam line, but is
linear with a moderate slope until the last 5 cm of radius from the support cone. It ranges
from 0.1% at the largest radius to a maximum of 2% at the smallest radius. Simulated hits are
digitized and recorded if their energy is larger than 0.1 MIP-equivalents at normal incidence.
The timing resolution of the ETL is currently approximated using the latest beam test results
and the expected performance of the ETROC chip, including the statistical improvement from
having two measurements per track. This performance is implemented in the simulation of
the ETL via a single-Gaussian smearing of the crossing time of the accumulated energy at the
0.1 MIP threshold, which corresponds to the zero-suppression threshold.
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5.2.4 Reconstruction of deposited energy and time in the MTD

The energy deposited by a particle is reconstructed by clustering the energy deposits in adja-
cent cells matched to a track. A basic algorithm consists in summing the energy deposits above
the readout threshold that lie within a cone of ∆R = 0.05 around the extrapolation of a track
trajectory to the MTD surface. The distributions of the total energy deposit predicted for sin-
gle muons and pions, and for minimum bias events are shown in Fig. 5.4 for BTL (left) and
ETL (right). For the sake of comparison, single muon and single pion events are weighted so
that their pT and η spectra match the ones of particles in the simulated minimum bias events.
Muons behave as MIPs in the timing layer, and the most probable values of a Landau inter-
polation of the distribution of the energy deposits correspond to about 4.2 MeV in BTL and
0.15 MeV in ETL. In the case of hadrons, the distribution in BTL features a high energy tail
ascribed to nuclear interactions.
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Figure 5.4: Left: Distribution of the energy deposited in the BTL as predicted by the simulation
for single muons (blue), single pion (red), and minimum bias events. Right: Distribution of the
energy deposited in the ETL as predicted by the simulation for single muons (blue) and single
pions (red). Single muon and single pion events are weighted so that their pT and η spectra
match the spectra of particles in minimum bias events.

In the left panel of Fig. 5.5, the energy deposition is also shown as a function of the pseudora-
pidity for the BTL. This figure shows the average total energy deposited by a muon, as well as
the average energy deposited in the crystal with highest energy in each cluster (“seed crystal”)
and the ratio of these two quantities as a function of the pseudorapidity. The energy deposition
is fairly independent of η, because of the crystal slant-thickness leveling. The fraction of energy
deposited in the seed crystal, shown in the same plot, decreases as a function of |η| to about
60% at the end of the barrel, where tracks are more likely to cross adjacent crystals. The energy
deposition is fairly uniform in ETL, where the sensor thickness is constant.

The time measurement associated to a cluster is obtained from the average of single-hits time
measurements, weighted on the respective resolutions. In BTL, the time measurement for a sin-
gle crystal is obtained from a linear combination of the left and the right SiPMs measurements,
tave = CL · tL + CR · tR; where CL and CR are two calibration coefficients that can be derived
in situ from studying the time response of the two SiPMs versus the impact point. According
to test beam results for particles at normal incidence (Section 2.1.1), the time measurement is
independent of the track impact point along the crystal for CL = CR = 0.5. These values are
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Figure 5.5: Left: Average total energy deposit (black solid dots), energy of the seed crystal
(empty dots) and ratio of the two quantities (red line, right axis) as a function of pseudorapidity,
for single muon events. Right: Average time resolution in BTL for clusters associated to tracks
in minimum bias events for four ageing scenarios corresponding to 0 (blue), 1000 (purple), 3000
(orange), and 4000 fb−1 (green). The prediction of the parametric model is comparable to the
full simulation for ∼ 1000 fb−1.

adopted in the current simulation and in the studies reported in this TDR.

The expected average time resolution for clusters associated to tracks in minimum bias events
is shown for BTL in Fig. 5.5 (right) for four ageing scenarios corresponding to 0, 1000, 3000,
and 4000 fb−1. The response evolution is parametrized according to the model described
in Section 2.1, normalized to test beam results by means of a GEANT simulation of the test
beam setup. The average per-track resolution for tracks with the pT spectrum of minimum bias
events is 30–40 ps or better across the full BTL acceptance up to 1000 fb−1, while it degrades
to 50–60 ps at the end of operations (3000 fb−1). The average resolution during the HL-LHC
operation (1500 fb−1) is about 40–45 ps. The results from the full simulation corresponding to
about 1000 fb−1 are used as a reference for physics studies.

Ageing scenarios are not implemented in the simulation of the ETL. It is expected that a reso-
lution of 30–40 ps can be maintained throughout the HL-LHC era by adjusting the operating
voltage and the gain of the preamplifier in the readout ASIC.

5.2.5 Tracking implementation

The track time at the collision vertex is obtained from the association of a time measurement in
the MTD to a track and the subsequent time-of-flight correction to account for the track path
length and the particle velocity. In the first step of the MTD track reconstruction, a simple
topological clustering is performed to associate adjacent MTD hits above the readout thresh-
old. Hits are required to be compatible in time, as this slightly improves the resolution of the
cluster parameters at high pileup. The barycenter, weighted by the single hit energy, is used
as an estimate of the cluster position and time. A comparison of the BTL cluster size and re-
constructed time is shown in Fig. 5.6 for single muons in events with an average of 200 pileup
collisions and without pileup.

In a following step, tracks that have been reconstructed using the pixel detector and strip
Tracker are propagated to the MTD and spatially matched with compatible clusters. If a com-
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Figure 5.6: Comparison of the BTL cluster size (left) and reconstructed time (right) for single
muons of pT uniformly distributed in the interval 0.7 < pT < 10 GeV, in events with an average
of 200 pileup collisions (red dotted line) and without pileup (black line).

patible MTD cluster is found, the track parameters are refit including the MTD cluster position
as an additional spatial measurement. The refitted track is then propagated from the point of
closest approach to the beam line to the MTD front surface, one Tracker layer at a time, in order
to compute the total path length. This path length is used, together with the particle velocity
based on the refitted momentum and the pion mass hypothesis, to estimate the time-of-flight
from the vertex. The MTD cluster time corrected for the time-of-flight provides the track time
at the point of closest approach to the beam line.

The efficiency for matching a reconstructed track to an MTD cluster as a function of pT and η
is shown in Fig. 5.7 for single muons, with 200 pileup events and without pileup, and single
pion events in the acceptance region of the MTD (|η| < 3). Particles are simulated with a flat
spectrum in a 0.7–10 GeV pT interval and the reconstructed tracks are matched to a generated
particle in the event. The efficiency of matching a track to an MTD cluster is robust against
the pileup level and independent of the track pT. The efficiency, averaged over |η|, is above
90% for muons, and reflects the different geometric acceptance of the BTL and ETL. Within the
respective angular coverage, the acceptance in the BTL is about 90% while the acceptance of
the double-disk ETL layout is above 99%. The efficiency for pions is lowered to about 80% by
nuclear interactions in the Tracker volume, as already discussed in Section 5.2.2.

The time of the cluster associated with the track and back-propagated to the beam line is com-
pared to the simulation truth in Fig. 5.8, using pions in simulated top quark-antiquark (tt)
events at 14 TeV. Tracks covering the BTL (|η| < 1.5) and ETL (1.6 < |η| < 3.0) acceptance
regions are shown separately. The time resolutions extracted from a fit to these distributions
are 36 ps and 37 ps for BTL and ETL, respectively, and match the simulated single-hit time
resolution, thereby demonstrating that the uncertainty in the time-of-flight correction makes a
negligible contribution to the resolution of the track time at the vertex.

5.2.6 Vertexing implementation

Vertex reconstruction in time and position along the beam line (tz plane) was studied using a
time-aware extension of the deterministic annealing technique used for the CMS vertex recon-
struction [13]. Since this technique can be extended to more than three dimensions, it is the
natural choice for finding vertices in the dense environment of 200 pileup events. As outlined
in Chapter 1 (Fig. 1.2), the introduction of time information significantly improves the perfor-
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Figure 5.7: Per-track efficiency to find an MTD cluster associated with a reconstructed track as a
function of transverse momentum (left) and pseudo-rapidity (right). Muons for events without
pileup (black) and with an average of 200 pileup events (red) are compared to pions (blue).
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Figure 5.8: Distribution of the difference between the reconstructed time and the simulated
time of a track at the vertex, for pions in simulated tt events at 14 TeV. The BTL (left) and ETL
(right) acceptance regions are shown separately.

mance of the vertex reconstruction algorithm in associating tracks with vertices. For example,
instances of vertex merging are reduced from 15% in space to 1% in space-time at 200 PU, while
the rate of spurious splitting of vertices is negligible. Moreover, the space-time reconstruction
capability has significant impact on several observables such as pileup jet ID, pmiss

T , b tagging,
and lepton isolation, as further discussed in the next sections.

At momenta below a few GeV, the difference in time-of-flight between pions, kaons, and pro-
tons or heavier nuclear fragments becomes significant with respect to the time resolution of
the detector. In order to address this, the 4D vertex reconstruction is carried out in two stages.
In the first stage, the pion mass hypothesis is used to compute the time of each track at the
beam line, but the uncertainty assigned to this measurement is inflated by adding in quadra-
ture the difference in time of flight between the pion and proton mass hypothesis. After this
initial reconstruction, the compatibility of tracks with the reconstructed vertices is tested in the
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Figure 5.9: Distribution of the difference of the reconstructed and simulated time of the primary
vertex in tt events at 200 PU. The outcome of the first step of the 4D-vertex reconstruction using
the pion mass hypothesis (blue), and of the second step with particle identification corrections
(red) are compared. The core of the distribution for the second step corresponds to a resolution
of about 10 ps.
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Figure 5.10: Distribution of the difference of the reconstructed and the simulated time at the
vertex with (red) and without (blue) particle correction for tracks reconstructed within |∆z| <
1 mm of the generated hard interaction, in tt̄ events. Events with no pileup (left) and 200 PU
(right) are shown. The symmetric component of the tails in the pileup case includes tracks from
pileup interactions that are reconstructed within 1 mm of the hard interaction.

tz plane under the kaon and proton mass hypotheses in addition to the nominal pion hypothe-
sis. Tracks identified as pions, kaons or protons have the additional contribution from the mass
hypothesis ambiguity removed from the uncertainty assigned to their time measurement, and
those identified as kaons or protons have their time measurement at the beam line recomputed
as appropriate. These recomputed time stamps and uncertainties are then used to run the 4D
vertex reconstruction a second time. The time resolution of the 4D vertex reconstruction for tt
events at 200 PU is shown in Fig. 5.9. After the second iteration, the vertex time is determined
with an uncertainty of about 10 ps, which is small compared to the single track precision.

To further validate the particle identification step, the reconstructed time before and after the
particle identification step is compared to the generated time of the hard interaction for tracks
reconstructed within |∆z| < 1 mm of the generated hard interaction, as shown in Fig. 5.10. In
the case of no pileup (left panel), the distribution of the difference between the reconstructed
and the simulated time at the vertex has an asymmetric tail due to kaons and protons with
a wrong mass hypothesis, which are misinterpreted as late pions. The tail is removed by the
second step of the reconstruction algorithm and the resolution of the distribution is consistent
with the resolution shown in Fig. 5.10 for pions only. The algorithm is effective also in the case
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of 200 PU events, as shown in the right panel of Fig. 5.10. The residual symmetric component
of the tails includes tracks from pileup interactions that are reconstructed within 1 mm of the
hard interaction.

This method can be further extended to associate the individual photons reconstructed in the
calorimeters to a collision vertex. The calorimeter timing hits for neutrals are combined to
determine a reference time and position for the electromagnetic shower. The neutral particle
is assigned a straight trajectory with time-of-flight corrections corresponding to the z-vertex
positions. This generates a set of compatible vertices, which are a function of the time-of-flight
and the vertex t0 information.

A guiding illustration of how this approach works is provided in Fig. 5.11, showing how a
pair of photons, reconstructed with 30 ps precision in the calorimeters, in a diphoton event is
matched to a space-time vertex reconstructed from tracks. The green lines in the figure show,
for each photon, the vertex time that would be needed for the photon to match a vertex at a
given z position. The figures visually show that a pair of photons arriving from a common
vertex provides enough timing information alone to reconstruct the vertex z-position only for
photon pairs with a sufficiently large pseudorapidity gap. For photons close in pseudorapidity
(typically |∆η| < 0.8 for a resolution of 30 ps), the identification of the correct production vertex
of the pair requires a triple coincidence with a vertex t0 from tracks. As visible in the figure, the
two green lines alone form a small angle and do not identify a single point in the tz plane.

This capability opens several possibilities, including an improved identification of the diphoton
vertex in H → γγ decays, improved sensitivity to long-lived particles decaying into photons,
improved measurement of the particle isolation from electromagnetic deposits, and improved
resolution in the calorimetric missing transverse energy.

A significant example was presented in Ref. [8] for the H → γγ decay channel. At 140 pileup
events per beam crossing without timing information, the diphoton vertex is correctly identi-
fied only in about 40% of the cases, causing a sizeable degradation in the invariant mass reso-
lution of the diphoton pair reconstruction. With precision timing in the calorimeters, the vertex
can be correctly identified for about 55% of the H → γγ decays exploiting the triangulation
of the two photons as in the top panel of Fig. 5.11. The fraction of events with correct vertex
identification is further increased to 75% with the addition of the information of the vertex time
provided by the MTD, thus nearly fully recovering the present Run-2 performance. This accep-
tance gain corresponds to an increase of about 30% in the effective luminosity for this channel.
An example of application of this technique to the search of displaced photons is discussed in
Section 5.4.2.

5.2.7 Neutral particles time reconstruction in BTL

As described in the previous section, the 4D reconstruction can also be used in combination
with calorimeter time reconstruction to associate energy deposits to their production vertices.
For pileup rejection purposes, time measurements of low energy photons are important. While
the upgraded endcap calorimeter will provide precision timing for photons down to low en-
ergies, the upgraded ECAL is expected to reach a precision better than 50 ps only for energy
deposits above 30 GeV. At lower energies, the contribution from BTL can be decisive for pileup
rejection in the barrel. According to simulation, more than 50% of the photons in the barrel re-
gion convert before reaching the calorimeter, either in the Tracker volume or in the BTL LYSO
crystals.

The time reconstruction for calorimeter energy deposits starts from propagating their position
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Figure 5.11: Space-time diagrams illustrating the concept of hermetic timing for H → γγ
events with two photons separated by a large rapidity gap (top) and a small rapidity gap (bot-
tom). The reconstructed time for the photons at each vertex (green open dots), with error bars
from the uncertainty on the time measurement of photons, can be cross referenced with the
time information of the 4D vertices. The green straight lines are drawn to guide the eye. The
pileup is reduced to an average of 20 in this case, to improve clarity. For photons with a small
rapidity gap, the coincidence with a 4D-vertex is necessary to enable vertex location.
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to the MTD surface using a straight trajectory hypothesis. Compatible clusters are searched in
a narrow region in the η direction and a wider φ window (to account for conversions in the
Tracker region). Clusters are sorted according to their spatial and time compatibility given a
vertex hypothesis. An effective correction for the time-of-flight is applied based on the distance
in the φ direction between the MTD cluster position and the calorimeter position.

The efficiency for time reconstruction of an ECAL energy deposit with transverse energy ET >
1 GeV is shown in Fig. 5.12 (left) as a function of the pseudorapidity. The efficiency ranges
from about 30% at the center of the barrel to around 55% at the end of the barrel. This value
can be directly compared with the probability for a photon to convert either in the Tracker
volume or in the BTL crystals, which goes from 40% to 70% in the same interval (the fraction
of photons which are converting directly in the LYSO crystals is about 20% and is flat as a
function of the pseudo-rapidity). The time resolution is found to be 35 ps as shown in Fig. 5.12
(right). According to simulation, the removal of the energy deposits with a time measurement
incompatible with the primary vertex time reduces the total pileup energy in the events by
about 30%. This reduction may improve the calorimeter isolation efficiency, the jet energy
resolution and the missing transverse energy reconstruction at high pileup.
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Figure 5.12: Left: Efficiency to assign time for an ECAL barrel energy deposit with ET > 1 GeV
as a function of pseudo-rapidity. Single photon events with a flat pT spectrum between 1 and
10 GeV are used. Black dots correspond to the probability that a photon converts within the
BTL including conversions in the LYSO crystals, the light blue line shows the probability to
find an associated BTL cluster, the red dots is further requiring that the reconstructed time is
within 3σ of the generated vertex time. Right: The time reconstructed time for neutrals in BTL
is confronted with the vertex time. The time resolution extracted from a fit to the observed
distribution is 35 ps.

5.3 Performance in the reconstruction of final state observables
Final state observables, often referred to as “physics objects”, include: the collision vertices,
among which is the primary vertex associated with the collision of interest; the individual
tracks associated with a vertex; the identified particles — such as leptons and photons —;
jets obtained from the algorithmic combination of several charged and neutral particle-flow
candidates; jets of identified flavor; and the missing transverse momentum, defined as the
negative vector sum of the pT of the jets originating from the primary vertex. The studies
presented here extend and update the results of Ref. [8].
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5.3.1 Rejection of tracks from pileup interactions

An essential step in pileup rejection is to exclude from relevant quantities charged particles that
are not associated with the hard interaction. This step is critical to maintain the performance
of prompt lepton identification and b-tagging, as well as of the reconstruction of the charged
component of jets and of the missing transverse momentum. One method commonly used
in CMS to associate tracks with the hard primary vertex, PV, is a simple selection on the dis-
tance between the track and the vertex, |∆z(track, PV)| < 1 mm, which was tuned to maintain
high efficiency for charged particles actually originating from the hard interaction and reject
misidentified or non-prompt tracks. Hence, for an interaction density in excess of 1.0 mm−1,
corresponding to approximately 100 pileup interactions, some or many of the resulting tracks
will be associated with the hard primary vertex, contaminating the set of tracks used to calcu-
late the relevant physics quantities and degrading the performance.

This effect is directly quantified as a function of the line density of events along the beam line,
which drives the probability that additional vertices will be close enough in space to the hard
interaction to contaminate the set of associated tracks with those from pileup. This association
method can be extended with precision timing, by adding a requirement on the time distance
|∆t(track, PV)| < N × σtrack

t for those tracks with valid timing information. Tracks without
valid timing information are retained. In this study, N = 3 is used together with an aver-
age time resolution σt = 35 ps for tracks with valid timing information, corresponding to the
requirement |∆t(track, PV)| < 105 ps.
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Figure 5.13: Fraction of pileup tracks incorrectly associated with the hard primary vertex in tt
events in the full (left) and fast (right) simulation as a function of the the pileup density. Shown
are data for the 3D (blue) reconstruction and the 4D (red) reconstruction including the MTD
time information. For fast simulation, the results of an ideal detector with 100% efficiency as
assumed in Ref. [8] are also shown (light blue).

Using this association criterion, the efficiency for reconstructing and associating tracks from
pileup interactions in tt events is shown in Fig. 5.13, both with and without precision timing
from the MTD, as a function of the event line density. The left panel of the figure shows the re-
sults obtained using the most recent version of the full simulation, which provides an average
resolution of 35 ps. The right panel shows the results from a fast simulation where the track
time at vertex is assigned with a fixed resolution of 35 ps, as done in Ref. [8]. In this case, the
impact of time cleaning is presented both for an ideal detector with 100% acceptance, reproduc-
ing the studies of Ref. [8], and for a detector with an efficiency of 85%, which emulates the MTD
performance from full simulation. In these conditions, the improvements in the track purity of
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the primary vertex compares well with the results of the full simulation. This result provides
confidence in the reliability of the fast simulation adopted for some of the performance anal-
yses presented in the next sections, as well as in the study of the track purity of the primary
vertex for different assumptions on the time resolution (Chapter 1, Fig. 1.2).

The effect of timing on PV tracks has been studied as well in zero-pileup and no significant
impact on the association efficiency is observed. In full simulation, with 200 PU events, a
fraction of about 3% of the tracks from the primary vertex has an incorrect time measurement
from a mis-association with an MTD cluster. While this effect does not impact significantly on
the evaluation of the MTD performance, an improved algorithm for track-to-cluster association
is under study.

More generally, the optimal |∆z| selection window depends on whether the background sources
for the process under study include tracks that are genuinely displaced from the PV, as in tt
events, or not. A selection window of 1 mm, widely adopted in CMS Phase-2 simulation stud-
ies, provides the best rejection of misidentified muons in light-flavor jets using the charged
isolation sum, defined as the ratio of the sum of the pT’s of charged particles in a small cone
around the muon candidate over the muon pT. For non-prompt muons in tt events a selec-
tion of 1 mm is close to optimal in the barrel, while in the endcaps, a slightly looser selection
provides a better separation. In the following, the selection window for the no-MTD case is
optimized depending on the dominant background source for the process under study, not to
artificially amplify the gain from the inclusion of time information.

5.3.2 Jet and missing transverse momentum

5.3.2.1 Pileup jet suppression

In the presence of pileup, soft jets and underlying event activity from multiple pileup interac-
tions may overlap and be clustered into a higher energy jet (“pileup jet”), serving as an addi-
tional background for e.g. Vector Boson Fusion (VBF) tagging and other final states with jets.
For present Run-2 conditions, this background is largely suppressed by cleaning the charged
particles based on spatial association with the primary vertex, and pileup jets are mainly an
issue beyond the present tracking acceptance. For Phase-2, the tracking acceptance of the CMS
detector will be extended. However, the higher pileup density and corresponding increase in
charged particles from pileup associated to the primary vertex leads to a non-negligible rate of
pileup jets, which can be reduced with the MTD.

The rate of pileup jets is studied in Z → µµ events with 200 pileup conditions, with and with-
out precision timing for the charged particles, using jets of pT > 30 GeV reconstructed with
the “Pileup Per Particle Identification” (PUPPI) algorithm [11], which calculates the likelihood
that each particle originates from a pileup interaction, and the anti-kT clustering with 0.4 dis-
tance parameter [115]. The PUPPI algorithm, widely used in the context of the CMS Phase-2
upgrade performance evaluation for its resilience to pileup, currently uses the first primary ver-
tex in the reconstructed collection. In order to avoid events where the incorrect primary vertex
is used, two reconstructed muons with pT > 20 GeV and associated with the first primary ver-
tex are required for events entering the study. Tracks are associated with the primary vertex
with |∆z(track, vertex)| < 1 mm; an additional requirement of |∆t(track, vertex)| < 3 σtrack

t is
applied when considering the precision timing case.

Signal jets are defined as reconstructed jets that are matched to a generator-level jet with pT >
4 GeV within a cone of ∆R < 0.2, while pileup jets are defined as reconstructed jets that are not
matched to a generator-level jet with pT > 4 GeV within a cone of ∆R < 0.6. The relative rate
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of both signal jets and pileup jets with and without precision timing for the charged particles
is shown in Fig. 5.14, for different assumptions on the MTD time resolution. For a resolution
of 30–40 ps, representative of the MTD performance up to about 1000 fb fb−1 for BTL and up
to the end of the HL-LHC for ETL, the addition of precision timing reduces the rate of pileup
jets by 25−40% depending on pseudorapidity with minimal effect on the signal jet rate. The
working point and the rate reduction from timing may be further optimized, also with the
inclusion of the timing information for neutrals.

A more modest reduction of the pileup jet rate is expected for resolutions of 60 ps, which is
illustrative of the case of extreme BTL degradation after 4000 fb−1 or of an ETL detector with a
single disk, providing a resolution of 50 ps per track with a coverage of 85%.
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Figure 5.14: Rate of signal jets (left) and pileup jets (right) of pT > 30 GeV, reconstructed with
the PUPPI algorithm and the anti-kT clustering, with precision timing for the charged particles
relative to the no timing case. Three different time resolutions are shown.

The reduction in pileup jet rate is expected to have a significant impact on signal extraction
cases that rely on jet multiplicity event categorization, central or forward jet vetoes, or forward
jet tagging, as in the case of VBF topologies. The benefit of the reduction is more relevant in
the endcap regions, where the rate of pileup jets is larger. As discussed in the CMS Upgrade
Scope Document [3], the rate of jets reconstructed from pileup energy depositions is observed
to increase up to 30% in the endcaps with the Phase-2 CMS detector. For measurements of the
VBF Higgs boson production in the ττ final state, for example, this effect alone degrades the
analysis performance expressed as signal over the square-root of background (S/

√
B) by 25%,

because of a reduction of the signal yield and the increase of the background from Drell–Yan
production. Track-timing with the MTD provides a reduction of the pileup jet rate that offsets
this performance degradation.

5.3.2.2 Missing transverse momentum

The correct reconstruction of the missing transverse momentum, pmiss
T , of the hard collision is

key to several measurements, such as Higgs boson decays to τ pairs (H → ττ) — where the
ττ invariant mass is reconstructed using the missing transverse momentum — or pmiss

T -based
searches for new phenomena, including searches for neutralino production, WIMP-like dark
matter production, and stable massive dark sector particles.

In the Phase-2 CMS detector without MTD, the pmiss
T resolution is expected to worsen by 15%

in the transition from 140 to 200 pileup. This effect causes a 15% degradation of the S/
√

B
performance of the VBF–H → ττ measurements [3], and translates into a 40% increase in
the luminosity needed to achieve the equivalent result at 200 pileup. Similarly, the degraded
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Figure 5.15: Left: Resolution of the hadronic recoil component perpendicular to the Z boson pT
as a function of pileup density, which characterizes the contribution to the pmiss

T resolution of
noise, including pileup. The dotted lines show linear fits to each set of data points; the dashed
and the dot-dashed lines show, respectively, the difference in resolution in quadrature and in
percent between the timing and no-timing case. Right: Distribution from simulation at 200
PU of the PUPPI hadronic recoil component transverse to the Z boson pT, with and without
precision timing in Z → µµ events.

pmiss
T resolution leads to a significant reduction of the discovery potential in searches. For in-

stance, the discovery potential for electroweak SUSY chargino–neutralino production in the
W±H + pmiss

T final state is lower at 200 pileup than at 140 pileup [3]. As we discuss below, the
MTD with precision timing reconstruction offsets these performance degradation and makes a
substantial impact on the HL-LHC physics program at the HL-LHC, as summarized in Table 1.1
of Chapter 1 and detailed in Ref. [8].

The performance of pmiss
T reconstruction is studied with and without the addition of precision

timing information for the charged particles entering the pmiss
T calculation. In this study, a res-

olution of 30–40 ps is used. The pmiss
T is computed from both the charged and neutral particles

using the PUPPI algorithm, with an optimized weighting scheme [11]. A standard technique
for the characterization of the pmiss

T performance is to study the scale and resolution of the
hadronic recoil against the Z boson in Z → µµ events. For the purposes of this study, tracks
are associated with the hard interaction vertex by requiring |∆z(track, vertex)| < 1 mm, with
an additional requirement of |∆t(track, vertex)| < 90 ps in the case that precision timing is
available.

It has been verified that timing selection for the charged particles does not change the scale
for missing pT computed with PUPPI, indicating that the charged particles of the jet are not
being removed by the additional requirement of compatibility in time with the hard interaction
vertex. In the absence of precision timing, the missing pT exhibits a degradation in resolution
as a function of pileup density (left panel of Fig. 5.15), due to additional charged particles
from nearby (in z) pileup interactions contaminating the hadronic recoil sum. The addition of
precision timing for the charged particles reduces the slope and improves the resolution for
high event densities. The resolution at the average vertex density corresponding to 200 PU
is improved by ∼10–15% with the MTD, and is equivalent to the resolution without a timing
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detector at 140 PU.

In order to examine the effect of the resolution improvement on the tails of the pmiss
T distribu-

tion, often relevant for new physics searches involving particles invisible to the detector, the
distributions of the PUPPI transverse recoil component in Z → µµ events with no real missing
momentum are shown in the right panel of Fig. 5.15. This distribution shows a reduction of
∼ 35± 16% in the rate of events with pmiss

T > 110 GeV, with the addition of precision tim-
ing. This is relevant towards reducing the background for searches and helping reduce high
level trigger rates, and restores the performance and the discovery potential of the 140 pileup
operation.

Beyond the improvements to the pmiss
T performance with the addition of precision timing for

charged particles, significant improvements are also expected from the addition of precision
timing for the neutral electromagnetic component of the missing momentum. Approximately
45% of photons in the barrel have at least one hit in the barrel timing layer, due to conversions in
the Tracker or in the timing layer volume itself. The MTD therefore will provide precise timing
information even at lower energies, where the time measurement from the upgraded ECAL
barrel is less precise. Furthermore, the efficient and precise measurement of the hard interaction
time enabled by the precision timing layers will allow timing information for photons from the
endcap calorimeter to be maximally exploited.

5.3.3 Heavy-flavor tagging

In very high pileup conditions, secondary vertex b-tagging is degraded by the formation of
spurious secondary vertices caused by pileup tracks, reducing the ability to distinguish signal
from background. This degradation is seen clearly in Fig. 5.16 and depends on the average
pileup, and pileup density. At tight working point (for light jet misidentification probability
of 0.001), the b jet tagging efficiency is decreased by about 10% at high pileup compared to
the no-pileup case. In order to mitigate this problem, the secondary vertexing algorithms were
updated to be aware of timing information from the MTD. By requiring tracks to be within
3.5σt (σt = 30–40 ps) of the selected primary vertex, the number of spurious reconstructed sec-
ondary vertices was reduced by 30%. This causes a significant improvement of the separation
between b jets and jets from light-flavor quarks, as quantified by the receiver operating charac-
teristics (ROC) curve of the efficiency for b jets versus the background rejection of light quark
jets. An equivalent way of representing the ROC curve, where the efficiency for background
is used instead of the rejection power, is shown in Fig. 5.16. As visible the ROC curves im-
proves significantly, especially for tighter working points where near-zero-pileup performance
is achieved. The impact of a resolution degradation to 60 ps is also shown in the figure. In
addition, as shown in the right panel of Fig. 5.17, the dependence of the b-tagging efficiency on
the pileup density is removed. Further gain is expected from retraining the b-tagging discrim-
inants for 200 PU conditions, exploiting the additional information from timing in a consistent
manner.

These performance benefits have a particularly important impact on the signal yield in anayses
sensitive to acceptance increases, such as di-Higgs boson production, which is searched by
combining several decay modes of the Higgs boson pairs, with one boson always decaying
into bb quarks. In the analyses for di-Higgs boson searches with the CMS Phase-2 detector
without MTD, the b-tagging selection corresponds to a 1% misidentification probability for
light quarks [4, 6]. The MTDbased reconstruction would provide, for the same background of
misidentified b jets, an increase in the b-tagging efficiency in the range 4-6%, depending on
the pseudorapidity as shown in Fig. 5.17 (left). The gains in signal acceptance at the single-
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Figure 5.16: Secondary vertex tagging ROC curves for light and charm jets for |η| < 1.5 (left)
and for 1.5 < |η| < 3.0 (right). Results with without (blue) and with timing for 30 (red) and
60 ps (green) resolution hypotheses are compared to the zero pileup case (grey).

object level combine in multi-object final states. For instance, in the final state with four b
quarks, HH → bbbb, the signal yield is increased by 14% by the BTL alone, and 18% from
the combined power of BTL and ETL, at constant background rate (Fig. 5.17 right). While the
full optimization of the b-tagging algorithm and of the working points is left for future studies,
further details on the impact of the current performance projections of the MTD on the di-Higgs
boson searches are given in Section 5.4.

 
HH

y
3− 2− 1− 0 1 2 3

F
ra

ct
io

n 
of

 E
ve

nt
s

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
No Timing

Barrel Timing Only

Barrel+Endcap Timing

 bbbb Yield→Increase in HH

Barrel Timing Only : 14%

Barrel+Endcap Timing : 18%

 bbbb ( 200 Pileup Distribution )→HH 

Figure 5.17: Left: Efficiency of the b-tagging vs. the average pileup density, with a constant
light-jet efficiency of 0.01. Right: Projections for yield enhancement in HH → bbbb as function
of the Higgs boson rapidity. The distributions are normalized to the no-timing case.



5.3. Performance in the reconstruction of final state observables 217

0 0.5 1 1.5 2
)-1Line density (mm

0.8

0.85

0.9

0.95

1

1.05

1.1

Pr
om

pt
 e

ffi
ci

en
cy

no MTD

 = 40 pstσMTD, 

µµ→Z
rel chIso < 0.08

|<1.5η|

CMS   Phase-2 Simulation

0 0.5 1 1.5 2
)-1Line density (mm

0.8

0.85

0.9

0.95

1

1.05

1.1

Pr
om

pt
 e

ffi
ci

en
cy

no MTD

 = 40 pstσMTD, 

µµ→Z
rel chIso < 0.08

| < 2.8η1.5 < |

CMS   Phase-2 Simulation

Figure 5.18: Prompt muons isolation efficiency as a function of the vertex density for a relative
charged isolation cut-off of 0.08 for the barrel (left) and the endcaps (right). The efficiency for
the with timing (red) and no timing (blue) cases are compared.

5.3.4 Lepton isolation from charged tracks

The impact of adding track-timing information in the computation of charged track isolation
was tested on taus, muons and electrons, extending the studies presented in [8]. While taus
are particularly relevant for some key process of the HL-LHC physics program, like di-Higgs
boson searches and H → ττ measurements, muons are of no lower importance and offer a
clean signature that is an ideal test bench to understand the impact of the MTD on the charged
isolation sum used to enhance the identification of isolated particles.

A thorough set of studies of the muon isolation, without and with the MTD and for different
time resolutions, as a function of the pileup density, of the muon pT, and of the pseudorapid-
ity has been performed using Z → µµ decays for prompt muons. Misidentified muons or
non-prompt muon candidates, originating mostly from semileptonic decays of heavy-flavour
hadrons, are selected from simulated tt events. The separation between prompt and non-
prompt muons is strengthened by requiring or vetoing a match with a prompt muon at the
generator level. Additional acceptance and quality selections include: pT > 10 GeV, |η| < 2.4,
a loose muon identification selection, and to have a point of closest approach to the primary
vertex, assumed to be known, within 0.5 cm in the z direction and 0.2 cm in the transverse
plane.

The charged isolation sum is computed from the sum of the transverse momenta of charged
PF candidates in a cone ∆R < 0.3 around the muon candidate — the muon track excluded —
satisfying the following selections: track pT > 0.7 (0.4) GeV and |∆z(track, PV))| < 1 (2) mm
for tracks in the BTL (ETL) acceptance. As discussed in Section 5.3.1, these ∆z windows max-
imize the performance for the no timing case. When using timing information, the additional
requirement |∆t(track, PV)| < 3σtrack

t is applied, for the assumed time resolution σtrack
t . A se-

lection on the charged isolation sum (i.e. tracks pT sum divided by the muon pT) is applied and
the efficiency is calculated as the fraction of muon candidates passing that selection.

The efficiency gain provided by the MTD can be gauged from Fig. 5.18, which shows the ef-
ficiency for prompt muons with pT > 20 GeV as a function of the line vertex density for a
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Figure 5.19: Prompt muons isolation efficiency as a function of the muon pT for a relative
charged isolation cut-off of 0.08 for the barrel (left) and the endcaps (right). The efficiency for
the with timing (red) and no timing (blue) cases are compared.

representative fixed working point. A time resolution of σtrack
t = 40 ps is assumed, which is

representative of the average time resolution of the MTD. The efficiency gain for the average
line vertex density at 200 pileup is about 3–4% and 6–7% in the barrel and endcap, respec-
tively. Moreover, the efficiency dependence on the line density is largely mitigated, showing
that the addition of timing information also provides robustness against any possible future
beam-crossing scenarios that may maximize or otherwise alter the luminosity production ca-
pabilities of the HL-LHC.

Figure 5.19 shows the isolation efficiency for prompt muons as a function of the muon pT for
40 ps resolution. The same fixed working point as in Fig. 5.18 is used, which provides an
approximately constant background efficiency of 3%. The efficiency gain from using the MTD
is higher for lower pT’s and reaches about 10 (18)% in the barrel (endcap), as the isolation sum
of low-pT muons is more severely affected by the pileup of soft particles.

At fixed working point, the background level is slightly varying. Additional information on
the efficiency gain from timing is provided by the ROC curves presented in Fig. 5.20, where the
efficiency for non-prompt muons of pT > 20 GeV is plotted against the efficiency for prompt
muons from Z bosons. The top panels shows results for a time resolution σtrack

t = 40 ps. The
comparison to the no-timing case both for 200 and zero-pileup indicates that about 70% of the
performance degradation at 200 pileup is recovered by using timing information.

The bottom panels show the results for several assumptions on the timing resolution spanning
the range from the beginning (30–40 ps) to the end (50–60 ps) of HL-LHC operation for BTL,
or covering the cases for a two-disk or a single-disk endcap. These studies do not include any
performance degradation of the Tracker. In the worst case scenario of 70 ps, which is beyond
the expected performance degradation of the MTD, the gain from timing is roughly halved with
respect to the one obtained with 30 ps time resolution per track at the beginning of operation.

These results are confirmed by a similar study performed with electrons, albeit on a lower
set of parameters, thereby indicating that the results for muons apply to single isolated tracks
independently of their flavour, including leptons from secondary tau decays, and photons.
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Figure 5.20: Top: ROC curves for the charged isolation selection for a track time resolution
of 40 ps (orange line) for muons from Z → µµ decays in the barrel (left) and in the endcaps
(right). Results are compared to the no-timing case (solid black line). Bottom: ROC curves for
different assumptions on the timing resolution in BTL (left) and ETL (right).

Hadronic tau decays are characterized by a complex final state topology, with the so-called
3-prong, 1-prong, and 1-prong+π0 tau categories, related to the decay multiplicity of the tau
candidate. The tau identification is more complex and the background more severe than for
muon and elections, resulting in efficiencies that are typically in the range between 30 and
50%, much lower than for muons and electrons. Hence, the potential gain from timing is larger,
as indicated by preliminary studies reported in Ref. [8]. Updated results for 40 ps and 50 ps
resolution and an average efficiency for a track time measurement of 85% are shown in Fig. 5.21.
An efficiency gain of 10–15% for prompt hadronic taus is observed for fixed jet misidentification
probabilities of a few percent, corresponding to typical working points in Higgs boson searches.

As discussed for the tagging of b jets, the efficiency gains due to the charge isolation selection,
albeit limited at the single-object level, combine in multi-object final states resulting in a signal
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Figure 5.21: ROC curves for the isolation efficiency for hadronic taus determined from Z → ττ
and QCD events as sources of prompt and non-prompt taus, respectively. Results are shown
for MTD time resolutions of 40 (orange) and 50 ps (green), as well as for the no timing case
(blue).

yield increase of order 15-20% in the di-Higgs boson searches (Section 5.4) and in Higgs boson
decays (Table 1.1 and Ref. [8]). Moreover, the pT dependence of the efficiency gains suggests
that the MTD can make an even more important impact in measurements with final states
characterized by signatures with isolated low-pT particles, as in SUSY searches with multi-
lepton final states [116], for instance.

5.3.5 Electron identification from energy deposits in the MTD

The different behaviour of electromagnetic particles and their dominant fake objects in the
MTD can be exploited to further improve the performance of electron and photon identifica-
tion techniques. A study was made comparing the distribution of several MTD-related vari-
ables for single electrons and single charged pions reconstructed as electrons, the latter taken
as a proxy for jets faking electrons. As shown in Fig. 5.22, electrons are more likely to deposit
large amounts of energy in the MTD (chiefly BTL) than pions, which behave mostly as MIPs.
The different pattern of the energy deposition can be exploited to improve the rejection power
against pions. To test the potential gain of this approach, a BDT discriminant that combines
the default CMS electron identification discriminant with a few MTD-related variables as in-
put variables has been trained. The outcome for particles within the BTL acceptance is shown
in the right panel of Fig. 5.22 and indicates that the background can be significantly reduced at
constant identification efficiency. The study was repeated for ETL, but the gains are less impor-
tant. Further improvements can be anticipated from the definition of a new MVA discriminant
where all standard electron identification variables — such as shower shapes, electromagnetic
shower-track compatibility variables, etc. — and MTD variables are used simultaneously in
the discriminant training, so as to fully profit from correlations among them.
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Figure 5.22: Left: Energy deposited in the BTL by an isolated electron (red histogram) and an
isolated pion (blue histogram). The bin at 19 MeV of the histogram accumulates overflows.
Right: ROC curves showing the identification efficiency for single electrons and single charged
pions in the barrel. The red curve is obtained using the default Phase-2 electron identification
BDT discri minant, while the blue curve shows the performance that can be achieved exploiting
MTD-related observables.

5.3.6 Time-of-Flight Particle identification

Particle identification with the MTD is based on the time-of-flight difference of particles with
different masses and thus velocity for a given particle momentum, p:

∆t =
L
c

(
1
β1
− 1

β2

)
, (5.1)

where L is the particle flight distance, and β1 (β2) is the velocity of particle 1 (2).

The expected performance in separating charged pions, kaons, and protons, as a function of
transverse momentum (pT) and rapidity (y), in the barrel and endcap timing layers with a
time resolution of 30 ps was presented in Chapter 1, Fig. 1.5. Realistic performance of particle
identification is studied with the full CMS simulation and reconstruction framework. Event
samples are generated using the HYDJET event generator for minimum bias PbPb collisions at
5.5 TeV.

Unlike high pileup pp events, there is on average only one PbPb collision present in each beam
crossing and all particles are originated from a well-defined reconstructed vertex in (x, y, z)
coordinates. To calculate the particle velocity, the common event start time, tevt

0 , is taken to be
the time of the most populated 4D vertex; the particle arrival time is provided by the MTD hit,
tMTD
0 . The reciprocal of the particle velocity can be calculated as

1
β
=

c(tMTD
0 − tevt

0 )

L
, (5.2)

where L is the path length of a track from the beam line to the MTD.
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Figure 5.23 shows the 2-D distributions of 1
β as a function of the particle momentum in min-

imum bias HYDJET PbPb events, for the BTL and ETL regions, respectively. The expected
bands for pions, kaons and protons are clearly visible. The resolution is consistent with the
expectation, with proton ID up to p ∼ 5 GeV and kaon ID up to p ∼ 3 GeV.

Figure 5.23: The inverse velocity (1/β) as a function of the particle momentum, p, for BTL
(|η| < 1.5) and ETL (|η| > 1.6) in HYDJET PbPb simulation at 5.5 TeV.

5.4 Physics impact examples
Despite the integration of the time information in the event reconstruction being still prelim-
inary and limited to the charged tracks, the improvements in physics-object reconstruction
from timing (Section 5.3) consistently demonstrate that the MTD will allow CMS to operate at
a leveled luminosity corresponding to 200 pileup interactions with a performance equivalent to
Run-2 and Run-3 pileup conditions. The benefits in sensitivity for measurements and searches,
across a wide range of objects and across the HL-LHC physics program leveraging gains across
the full pseudorapidity coverage. For multi-objects final states, such as di-Higgs searches, this
can be summarized as a 15–30% gain in effective integrated luminosity, which is equivalent to
an additional three years of operation of the HL-LHC complex, as anticipated in Section 1.2
(Table 1.1).

This section assesses the impact of the MTD on a few benchmark cases, representative of three
different ways of exploiting the MTD: by using physics objects with improved performance
from the time information; by improving the discrimination power through the use of new,
time-based variables; and by using the new particle identification capabilities provided by
time-of-flight measurements exploiting the MTD. Three families of analyses are considered
to cover these aspects: the search for Higgs boson pair (HH) production in several final states;
the search for long-lived particles (LLP) in “beyond the standard model” (BSM) models; the
measurement of heavy flavor hadron production in Heavy Ion collisions.

The precision characterization of the Higgs boson will be one of the highest priorities of the HL-
LHC physics program. The cumulative impact of the MTD-improved object reconstruction was
quantified in enhanced signal yields of about 15–25% for prominent Higgs boson processes for
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the HL-LHC era, such as Higgs boson decays to four leptons, di-Higgs boson events or events
where the Higgs boson is produced in association with other particles [8]. Here, we further
extend the study of the di-Higgs boson production, using the most recent projections for this
search [117]. The benefit from MTD to the projected sensitivity is evaluated for all the final
states considered so far. While this analysis is a good example to illustrate the impact of pileup
mitigation in a key signature at HL-LHC, larger benefits can be anticipated for signals with
softer pT spectra.

The second family of analyses which will directly benefit from the use of timing information are
searches for LLPs. The use of the time information allows not only to improve the identifica-
tion of the LLPs displaced decay vertices, but in some cases also to kinematically constrain the
mass of the LLPs by measuring its velocity. New powerful handles can then be used in these
searches to further reduce the SM background and to design novel search strategies, boost-
ing the sensitivity in regions of BSM phase space which would could not be covered by only
increasing the integrated luminosity.

The third family of analyses benefits from the time-of-flight particle ID (PID) to identify slow
charged particles. As a show-case we discuss the advantages of PID to measure heavy flavor
hadron production cross-sections, such as D0 and Λ+

c in Heavy Ion PbPb collisions. A large
reduction of the combinatorial background in the reconstruction of the hadron decay can be
achieved, allowing to improve significantly the precision of the measured cross-sections and to
extend the measurements in the low pT region.

These examples are only illustrative of the potential added by precision timing. Signatures
with low pT objects and studies of exclusive decays can profit from the large gain in pileup
rejection at low pT and from the PID capabilities provided by timing. For example, it can be
argued that the use of the PID capabilities can improve also the precision of statistically lim-
ited measurements of b-quark mesons decays, such as the studies of the b → s`` transitions
(e.g. B0

d → K∗(→ K+π−)µ+µ−). The PID capabilities can also be exploited in BSM searches.
The MTD uniquely combines the possibility of performing dE/dX and time-of-flight measure-
ments on charged particles, which can extend the reach of searches for heavy stable charged
particles (HSCP) into regions of phase space which otherwise will remain uncovered.

5.4.1 Higgs boson pair production

The study of the HH production is one of the main goals of the LHC physics programme.
It constitutes the only way to directly determine the value of the Higgs boson trilinear self-
coupling (λHHH) and thus determine the shape of the Brout–Englert–Higgs potential and ex-
plore the nature of the scalar sector of the SM. At the LHC, the HH production mainly pro-
ceeds through the gluon fusion production mechanism, with a cross section of 36.69+2.1%

−4.9% fb at√
s = 14 TeV. Because of the small cross section, a high integrated luminosity is needed to

achieve sensitivity to the signal predicted in the SM and to measure the λHHH coupling. In
order to get the best experimental sensitivity five decay channels are explored and combined:
bbbb, bbττ, bbWW (WW → `ν`′ν′ with `, `′ = e, µ), bbγγ, and bbZZ (ZZ → ```′`′ with
`, `′ = e, µ). The richness and variety of physics objects spanned by this analysis makes it sen-
sitive to the individual improvements in each of them. The inclusion of MTD information in
the physics objects has a large, integral effect in its final experimental reach.

5.4.1.1 Analysis strategy

This analysis exploits all the five principal HH decay channels and closely follows the strat-
egy of Ref. [117], optimized for an integrated luminosity of 3000 fb−1. Background and signal
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samples are produced with the DELPHES parametric simulation [114] using efficiency and
fake-rate ROC curves matching the performance of the CMS Phase-2 detector from full simu-
lation. Samples with the MTD detector are generated using the ROC curves from the studies
presented in Section 5.3 for an MTD resolution of 30–40 ps. The selection of the events and the
discrimination of HH signal candidates from backgrounds are common to the analyses with
and without MTD.

Events in the bbbb decay channel are selected requiring the presence of four b-tagged jets with
pT > 45 GeV and within the fiducial tracker acceptance |η| < 3.5. The selected jets are paired
into the two Higgs boson candidates. Because of the large QCD multijet and tt backgrounds, a
multivariate discriminant in the form of a Boosted Decision Tree (BDT) is used to discriminate
the signal from the background. The output distribution of the BDT is used to perform the
signal extraction.

The bbττ analysis explores three final state of the ττ system defined by the presence of a
semileptonic τ decay (τh) in association to an electron, a muon, or another τh (eτh, µτh, and
τhτh final states, respectively). The presence of a pair of b-tagged jets is required to reconstruct
the H → bb decay. The dominant backgrounds are tt and Drell–Yan τ pair production, that are
difficult to suppress because of the incomplete final state reconstruction due to the presence
of neutrinos escaping detection. Background processes are thus suppressed with advanced
machine learning methods using a Deep Neural Network (DNN) as the discriminant variable.

The search in the bbWW decay channel focuses on the fully leptonic final state of the WW
system. Events are divided in three categories depending on the lepton flavor (ee, µµ, and eµ
final states), where the presence of a pair of b-tagged jets is required. The dominant, irreducible
background for this channel is tt production, with a smaller contribution from Drell–Yan lepton
pair production. A DNN is developed using the kinematic properties of the selected objects to
look for the presence of a signal.

The bbγγ analysis benefits from the clean signature resulting from the photon pair. Events are
selected requiring the presence of two well identified and isolated photons and of two b-tagged
jets. The main backgrounds are the continuum production of diphoton events in association
with jets, and single Higgs boson production, dominated by the ttH production mode. The
latter is suppressed with a selection on a dedicated BDT that combines information on the
presence of extra leptons and jets, and the kinematics of the selected objects. A second BDT is
trained to separate the signal from the continuum diphoton background. While events at low
BDT score are rejected, the others are split into a medium purity and a high purity category to
maximize the sensitivity while keeping a high selection efficiency. Events in each category are
further subdivided in three categories based on the invariant mass of the γγjj system. While
the category with mγγjj > 480 GeV gives the best sensitivity to SM HH production, the low
mass categories help to constrain anomalous λHHH values that mostly enhance the production
cross section at the HH invariant mass threshold.

The bbZZ final state is explored in the fully leptonic ZZ decay channel. While characterized by
a very small branching fraction, this final state provides a large acceptance to HH events, full
event reconstruction, and a clean signature, with the dominant background processes being
single Higgs boson production. Events are selected by requiring the presence of two pairs of
well reconstructed and isolated electrons or muons, and of two b-tagged jets. The lepton pairs
are used to reconstruct the on- and off-shell Z candidates, and a selection on their invariant
mass is applied as well as a requirement that the four lepton invariant mass is compatible with
mH .
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5.4.1.2 Summary of physics object improvements, results and prospects

An MTD resolution of 35 ps is assumed in this study. This figure matches the MTD resolution
at 1000 fb−1 and is representative of the average resolution of BTL and ETL for an accumulated
luminosity of 3000 fb−1, with ETL remaining stable and BTL slowly drifting from 30 to 50 ps
(Section 5.2.4).

The pT and η-dependent efficiency and fake-rate curves obtained for the lepton isolation, pho-
ton identification and b-jet identification are applied to each channel to compare results with
and without using MTD. The individual results are statistically combined. At the working
point selected for the analyses, the efficiency gains for each final state object amount on av-
erage to about 3–4% for electrons, photons and muons, 4–6% for b-jets and about 10–15% for
taus, where the range includes the dependence on η, at constant rejection probability for the re-
ducible backgrounds. The cumulative effect of the gains at the single object level translates into
an increase in the signal yield at constant reducible background ranging between 15 and 35%
depending on the final state, as illustrated for HH → bbbb events in Fig. 5.17 and summarized
in the next section.

5.4.1.3 Results and prospects

Results are reported for 3000 fb−1 and derived under the assumption that a HH signal exists
with the strength and properties predicted by the SM. Table 5.2 lists the projected signal yield
increases and the expected expected significance for the SM HH signal when exploiting the
timing information provided by the MTD in b-tagging and particle isolation. For the bbγγ
analysis, which exploits event categorization, the signal increase is listed for the most sensitive
category. The expected significance for the SM HH signal includes the systematic uncertain-
ties, treated as detailed in Ref. [117]. In summary, the MTD brings an improvement to the
significance of about 13%, which would require an additional 26% luminosity without MTD.
An extrapolation of the analysis at 4000 fb−1, corresponding to operations at 200 pileup, yields
an additional gain in sensitivity of about 10%.

Table 5.2: Projections for the HH signal yield increases when exploiting the timing information
provided by the MTD in b-tagging and particle isolation and for the significance in units of σ
for the SM HH signal. Projections for the five decay channels and their combination are based
on existing Phase-2 studies and scaled according to the ROC curves of the individual objects.
The results are reported for an integrated luminosity of 3000 fb−1, assuming an MTD average
resolution of 35 ps.

Signal increase (%) Expected significance
Di-Higgs decay BTL BTL+ETL No MTD MTD
bbbb 13 17 0.88 0.95
bbττ 21 29 1.3 1.6
bbγγ 13 17 1.7 1.9
bbWW 0.53 0.58
bbZZ 0.38 0.42
Combined 2.4 2.7

This study only includes the cumulative benefits from improved charged isolation sums and
b-tagging. Additional gains in sensitivity will also come from the improved pileup rejection in
final states with jets or from the improved pmiss

T resolution in the bbWW and bbττ channels.
As an illustration, Fig. 5.24 shows the impact of a 10% improvement in the pmiss

T resolution
on the reconstruction of the invariant mass of the tau pairs, which is reconstructed by sharing
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Figure 5.24: Invariant mass of the tau pairs in the reconstruction of HH → bbττ events with
the CMS Phase-2 detector with and without the MTD.

the pmiss
T of the event between the two taus. The missing transverse momentum is the largest

source of uncertainty in the estimate of the tau momentum and is correlated between the two
tau candidates. Hence, a 10% variation in pmiss

T resolution translates into a 10% variation in
the invariant mass resolution. The improved resolution enhances the separation between the
signal and background in this observable, which is among the most discriminant in the deep
neural network used to separate HH → bbττ events from the tt background.

5.4.1.4 Projections in a conservative time resolution scenario

The di-Higgs results discussed in the previous section are based on the MTD performance with
nominal radiation model (Table 1.3). A more conservative study was also performed using a
time resolution of 50 ps, which corresponds to the condition achievable assuming radiation
levels a factor 1.5 larger than the nominal prediction.

Efficiency and fake-rate improvements obtaned for lepton and photon isolation and b-jet iden-
tification with a time resolution of 50 ps are propagated to each channel using the same ap-
proach described in the previous section. Table 5.3 summarizes the per channel and combined
expected significance for an integrated luminosity of 3000 fb−1.

Even in this conservative scenario, the MTD would provide a performance gain that would
require an equivalent additional luminosity of about 20% for the CMS detector without MTD
to be achieved.

5.4.2 Long-lived particles

Searches for LLPs are theoretically well motivated. Many BSM extensions allow the possibility
of or require long lifetimes for particles due to high-dimension operators, very small couplings,
heavy mass scales, or suppressed phase space. A more detailed discussion on LLPs can be
found in Ref. [16] and references therein.
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Table 5.3: Projections for the HH expected significance when exploiting the timing information
provided by the MTD in b-tagging and particle isolation. Projections for the five decay chan-
nels and their combination are based on existing Phase-2 studies and scaled according to the
ROC curves of the individual objects. The results are reported for an integrated luminosity of
3000 fb−1, assuming an MTD average resolution of 50 ps.

Expected significance
Di-Higgs decay No MTD MTD
bbbb 0.88 0.94
bbττ 1.3 1.48
bbγγ 1.7 1.83
bbWW 0.53 0.58
bbZZ 0.38 0.42
Combined 2.4 2.63

The MTD provides new, powerful information in searches for long-lived particles. For LLP
decays with charged particles in the final state, the MTD will measure the time of flight of the
LLP from the time difference between its decay vertex and the primary vertex. Using the mea-
sured displacement between primary and secondary vertices in space and time, the velocity of
an LLP in the laboratory frame, ~βLAB

P (and γP), can be measured. In such scenarios, the LLP can
decay to fully-visible or partially-invisible systems. Using the measured energy and momen-
tum of the visible portion of the decay, one can calculate its energy in the LLP rest frame and
reconstruct the mass of the LLP, assuming that the mass of the invisible system is known. For
LLP decays into neutral particles including photons, the MTD will enable the measurement of
the time difference between the primary vertex and and the photon arrival time in a calorimeter
or in the MTD, for converted photons, and to infer from the time difference the LLP lifetime.

For the first range of topologies (Section 5.4.2.1), the MTD allows the reconstruction of a peak-
ing mass variable, which introduces a qualitatively new capability for LLP searches. For the
second range of topologies (Sections 5.4.2.2 and 5.4.2.3), the MTD allows the indirect measure-
ment of the LLP lifetime with significantly upgraded precision relative to the current detector.

5.4.2.1 Vertex time discrimination and mass reconstruction of SUSY particles

A gauge-mediated SUSY breaking (GMSB) scenario where the χ̃0
1 couples to the gravitino G̃

via higher-dimension operators sensitive to the SUSY breaking scale provides a benchmark
scenario for this range of topologies. In such scenarios, the χ̃0

1, produced in top-squark pair
production with t̃ → t + χ̃0

1, χ̃0
1 → Z + G̃, and Z → e+e−, may have a long lifetime [118]. The

decay diagram is shown in Fig. 5.25 (left).

The events were generated with PYTHIA 8.2 [119]. The masses of the top-squark and neutralino
were set to 1000 GeV and 700 GeV, respectively. The simulation of the detector response was
performed using the DELPHES [114] software with a description of the CMS upgraded de-
tector. A position resolution of 12 µm in each of the three spatial directions was assumed for
the primary vertex [13]. The secondary vertex position for the e+e− pair was reconstructed
assuming 30 µm track resolution in the transverse direction. And finally, the time resolution of
charged tracks at the displaced vertex was assumed to be 30 ps. Opposite sign leptons were
selected with pT > 20 GeV and invariant mass |91−m``| < 10 GeV.

From the time difference between the production and the decay vertex, it is possible to measure
the velocity of the neutralino. Combining this information with the kinematic properties of the
visible decay products, the neutralino mass can be inferred, under the assumption of a massless
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Figure 5.25: Diagram for top-squark pair production and decay (left), η and distribution of
the mass of χ̃0

1 (right) reconstructed from the final state kinematics for decays with M(̃t) =
1000 GeV and M(χ̃0

1) = 700 GeV. The mass distributions are shown for various values of the
cτ of the χ̃0

1.

gravitino. The right panel of Fig. 5.25 shows the distribution of the reconstructed mass of the
neutralino for various cτ values of the LLP. The fraction of events with separation between
primary and secondary vertices exceeding 3σ in both space and time as a function of the MTD
resolution is shown in Fig. 5.26 (left). The mass resolution, defined as half of the shortest mass
interval that contains 68% of events with 3σ displacement is shown in Fig. 5.26 (right), as a
function of the MTD resolution.

A conceptually similar example is a SUSY scenario where the two lightest neutralinos and
light chargino are higgsino–like. The light charginos and neutralinos are nearly mass degen-
erate [120] and may become long-lived as a consequence of the heavy higgsinos [121]. The
neutralino-chargino χ̃0

2χ̃±1 pairs can decay into the lightest supersymmetric particle (LSP) χ̃0
1

and a virtual Z? boson or a W?, respectively. In the limit where the light charginos and neu-
tralinos are degenerate in mass (∆M = M(χ̃0

2)−M(χ̃0
1) ' 0), the energy of the e+e− (visible)

system in the LLP rest frame provides a direct measurement of the mass splitting. The full
event reconstruction gives a distribution similar to Fig. 5.26 but peaked at ∆M [8].

In both these examples, the lepton–antilepton pair is the visible part of the LLP decay. The
pseudorapidity distribution of the `+`− pair is peaked in the central region with about 90% of
the leptons within the barrel acceptance (|η| < 1.5). This emphasizes the need for the barrel
portion of the MTD in the reconstruction of these signatures.

5.4.2.2 Measurement of late photon with respect to the primary vertex in SUSY models

In the GMSB benchmark scenario [122] used as the reference for this topology, the lightest
neutralino χ̃0

1 is the next-to-lightest supersymmetric particle. It can be long-lived and decay to
a photon and a gravitino (G̃), which is the LSP. Figure 5.27 (left) shows a diagram of this process,
which starts from the production of two gluinos that further decay into a quark-squark pair,
with the squark decaying into another quark and the lightest neutralino χ̃0

1. In constrast to the
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Figure 5.26: Efficiency (left) and mass resolution (right) as a function of the timing resolution of
the MTD for reconstruction of the χ̃0

1 mass in the SUSY GMSB example of χ̃0
1 → G̃ + e+e−, with

M(χ̃0
1) = 700 GeV, considering events with a separation of primary and secondary vertices by

more than 3σ in both space and time.

previous case, the final state with two gravitinos that escape detection and two photons does
not allow the position of the secondary vertex to be precisely determined.

For a long-lived neutralino, the photon from the χ̃0
1 → G̃ + γ decay is produced at the χ̃0

1 decay
vertex, at some distance from the beam line, and reaches the MTD detector, for converted pho-
tons, or the calorimeters at a later time than the prompt, relativistic particles produced at the
interaction point. The time of arrival of the photon at the detector can be used to discriminate
signal from background.

The time of flight of the photon inside the detector is the sum of the time of flight of the neu-
tralino before its decay and the time of flight of the photon itself, until it reaches the detector.
The total time of flight will be largely dominated by the time of flight of the massive neutralino.
In order to be sensitive to short neutralino lifetimes of order 1 cm, the performance of the mea-
surement of the photon time of flight is a crucial ingredient of the analysis. Therefore, the
excellent resolution of the MTD apparatus can be exploited to determine with high accuracy
the time of flight of the neutralino, and similarly the photon, also in case of a short lifetime.
The MTD will serve to measure the time of the primary vertex and, for converted photons, the
time of arrival of the photon.

An analysis has been performed in order to evaluate the sensitivity of a search for displaced
photons at CMS in the scenario where a 30 ps timing resolution is available from the MTD. The
events were generated with PYTHIA 8.2, exploring neutralino lifetimes (cτ) in the range 0.1–300
cm. The values of the Λ scale parameter were considered in the range 100–500 TeV, which is
relevant for this model to be consistent with the observation of a 125 GeV Higgs boson [123].

A generator level study, with the time of flight smeared according to the expected resolution
was performed as well, since it allowed us to accumulate more events. In this case, all the
photons within the CMS ECAL barrel acceptance and with a transverse energy greater than
70 GeV (representative of a possible trigger threshold) were retained in the analysis. In either
case, a cut-off selection at a time-of-flight greater than 3σ of the time resolution was applied and
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Figure 5.27: Left: Diagrams for a SUSY process that results in a diphoton final state through
gluino production at the LHC. Right: Sensitivity to GMSB χ̃0

1 → G̃ + γ signals expressed in
terms of neutralino lifetimes for 180 and 30 ps resolution, corresponding to the Phase-2 detector
with photon timing without MTD and with MTD, respectively.

a zero background assumption is made in this “signal region”. The signal efficiency of such a
requirement is computed and translated, assuming the theoretical cross-sections provided in
Ref. [122], in an upper limit at 95% CL on the production cross-section of the χ̃0

1 → G̃ + γ
process. The two simulations provide consistent results, for the same amount of events.

Figure 5.27 (right) shows the analysis sensitivity in terms of the Λ scale (and therefore of the
neutralino mass) and lifetime for three different assumptions on the timing resolution. The
curves with 180 ps resolution, shown for both 300 and 1000 fb−1 are representative of the TOF
resolution of the upgraded CMS detector without the MTD, in which the TOF measurement
will be dominated by the time spread of the luminous region and the photon time will be
measured by the upgraded ECAL calorimeter with 30 ps precision. The vertex timing provided
by the MTD detector will bring the TOF resolution to about 30 ps. As visible in the figure, a
full scope upgrade of the CMS detector with photon and track timing will provide a dramatic
increase in sensitivity at short lifetimes and high masses, which could not be otherwise covered
by a simple increase of integrated luminosity.

5.4.2.3 Displaced jets in exotic models involving the Higgs boson

An exotic model in which a Higgs boson mediates the production of two long-lived, scalar
bosons (X) decaying into quarks was considered for this topology. Figure 5.28 (left) shows the
diagram corresponding to this model where the masses of the Higgs boson and X particles have
been fixed to 125 GeV and 50 GeV. The X particles generated at the PV travel some distance
before decaying into pairs of jets. While the X are assumed to be neutral, the jet constituents
can be charged, leaving a signal in the MTD at a time given by the production time at the PV
plus the sum of the time of flight of the X particle and the time needed by the constituents to
reach the MTD from the decay vertex. In cases where the X particles are very displaced, this
time of arrival would be significantly higher than the time taken by a SM particle traveling
from the PV to the MTD at the speed at light. This feature can be exploited in order to achieve
discrimination of signal events with respect to background events.
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Figure 5.28: Left: Diagram for the production of displaced jets in a model mediated by a Higgs
boson decaying into two long-lived scalar bosons. Right: Time difference between the mea-
sured jet time at the MTD and the expectation from the propagation of a particle from the PV
at the speed of light.

A simplified simulation at generator level was used for this analysis: trajectories of charged
particles were propagated to the MTD surface, and a smearing to their time of arrival using a
resolution of 30 ps is applied. The time of the jets at the MTD was estimated as the mean of the
time of its charged constituents with pT > 1 GeV, in a cone of ∆R = 0.3 along the jet direction.
The difference between this time and the time of the PV was compared to the time needed by
a particle to travel from the PV to the MTD at the speed of light. Figure 5.28 (right) shows this
quantity for models with different X lifetimes. Events with at least one jet with pT >20 GeV
and jet time greater than 0.1 ns were selected to reduce the level of background. Figure 5.29
shows the upper limits on the branching ratio BR(H → XX), assuming BR(X → jj) = 100%
and an integrated luminosity of 3000 fb−1.

The time discrimination provided by the MTD will bring sensitivity over a large range of the
lifetime of the X scalar boson (LL particle).

5.4.3 Particle velocity reconstruction in the context of HSCP searches

The GMSB benchmark model used for this topology implies the production of a Heavy Stable
Charged Particle (HSCP) in the form of a stau τ̃ with a very large lifetime crossing the full
detector. A more detailed description of the model can be found elsewhere [124]. The MTD
has a direct impact on this topology through the measurement the particle velocity, β, using
the path length and the time difference between the primary vertex and the particle hits in the
MTD. This quantity can be used to discriminate between signal and background SM processes,
where particles are produced with a velocity close to the speed of light, and the resolution in
the time measurement is the main factor distorting the measurement.

Figure 5.30 (left) shows the 1/β distribution for DY+Jets events with and without the MTD, and
for signal events. Background events corresponding to the DY+Jets process have been gener-
ated using as reference the distributions in Ref. [125]. Signal events have been generated using
PYTHIA 8.2 and have been used only at generator level. A selection 1/β > 1.25 corresponding
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Figure 5.29: Sensitivity to H → XX → jjjj models, as a function of the lifetime of the X scalar
boson (LL particle). Only the timing capabilities from the MTD are used in the selection, more
details in the text.

to five times the 1/β resolution observed for background events is applied on the reference
CMS analysis. Figure 5.30 (right) shows the ROC curve associated to the 1/β distribution for
the scenarios with and without MTD. Imposing the same five-sigma criteria with the new res-
olution provided by the MTD brings a new selection threshold of 1/β > 1.05 which increases
the signal acceptance by a factor 4.

The precise measurement of the velocity of the HSCP also allows to estimate its mass based
on the particle momentum and β. Figure 5.31 (right) shows the HSCP mass for different time
resolutions assumed in the MTD. An HSCP with a mass of 432 GeV has been used for this study.
The pink curve corresponds to the current 1/β resolution obtained from the CMS analysis using
the muon system as a TOF detector. It should be noted that for this study the particle energy
loss information from the tracker has not been used and only improvements related to the TOF
have been considered.

5.4.4 Heavy Ion Analysis with TOFPID

The addition of particle ID capability enabled by the MTD will open up many exciting physics
opportunities at CMS. To demonstrate the unique strength of the MTD, we evaluate the per-
formance of heavy flavor hadron (e.g., D0 and Λ+

c ) reconstruction over long ranges in rapidity
with the full CMS simulation and reconstruction framework.

Heavy-flavor quarks (charm and bottom) are primarily produced via initial hard scattering.
As such, they are largely decoupled from the bulk production of soft gluons and light-flavor
quarks in heavy-ion collisions, and thereby probe the properties and dynamics of the QGP
through its entire evolution. Most measurements of heavy flavor particles have so far focused
on the midrapidity region. In CMS, without particle identification, heavy flavor studies are
currently limited to not very low-pT regions (pT > 2 GeV for D0 mesons and pT > 7 GeV for B
mesons), while the QGP effect is expected to be strongest at lowest pT’s. No Λ+

c measurement
in CMS is available to date.

With the proposed MTD, CMS will be able to carry out a unique heavy flavor program for com-
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Figure 5.31: Reconstructed HSCP mass for different time resolutions.

prehensively studying a variety of charm (D0, Ds, Λ+
c ) and bottom (B, Bs, Λb) hadrons over a

pT range starting from 0 up to several hundred GeV. Furthermore, the CMS-MTD will enable
the study of heavy flavor production and dynamics over a wide rapidity range of at least 6
units. Such a unique capability in heavy ion physics can provide new constraints to the three-
dimensional hydrodynamic evolution of the QGP medium, and probe the initial strongest elec-
tric and magnetic fields predicted to be present in the QGP fluid.

To first demonstrate the improvement empowered by the PID capability of the MTD, Fig. 5.32
shows the ratios of background Λ+

c and D0 candidates, based on the generator level particles
by combining three or two tracks with proper charge signs, from minimum bias HYDJET PbPb
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Figure 5.32: The ratios of background Λ+
c and D0 candidates from minimum bias HYDJET with

and without the MTD as a function of the candidate pT and y.
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Figure 5.33: The ratios of background Λ+
c and D0 candidates from minimum bias HYDJET with

and without the MTD as a function of the candidate y for selected low pT ranges.

events with and without TOFPID using the MTD as a function of the candidate pT and y. The
1-D projections as a function of y for selected low pT ranges are also shown in Fig. 5.33. A
background reduction factor of about 200 is achieved for Λ+

c candidates of 1–1.5 GeV over
nearly four units in rapidity. For D0 candidates, a factor of 6–7 in background reduction can be
achieved for the lowest pT range of 0–0.5 GeV. The PID information is particularly important at
low pT, where topological selections do not provide much discrimination between signal and
background. Different scenarios of MTD time resolution are also shown.

Realistic performance of heavy flavor physics in heavy ion collisions with TOFPID is evaluated
in the full CMS Phase-2 simulation and reconstruction framework, including the MTD with a
time resolution of 35 ps. Projected sensitivities of physics observables are compared for scenar-
ios with and without the MTD. Signal samples of D0 (→ π+ + K−) and Λ+

c (→ π+ + K− + p)
hadrons are produced using the PYTHIA 8.2 event generator, while the background is modeled
by the HYDJET event generator for PbPb collisions at 5.5 TeV. Samples with PYTHIA signals
embedded into HYDJET background events are also used. A track is considered to be compat-
ible with a certain species (π, K, p) if its observed inverse velocity, (1/β)obs, falls within one
rms of the expected value, (1/β)exp. This selection has a PID efficiency of about 80%. One track
can be compatible with more than one species, chiefly at high momentum. In this case, each
possible species is considered in the reconstruction of the D0 and Λ+

c hadrons.

The D0 and Λ+
c candidates are reconstructed by combining two or three tracks with correct

charge-sign and PID to form a secondary vertex. Tracks associated with an MTD hit that satisfy
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Figure 5.34: An example of projected D0 mass distributions reconstructed via π+K decay chan-
nel in minimum bias HYDJET PbPb events at 5.5 TeV without (left) and with (right) the MTD,
for 5 < pT < 6 GeV and |y| < 1, corresponding to an integrated luminosity of 3 nb−1.

the kinematic selection of pT > 0.8 GeV for |η| < 1.4 and p > 0.7 GeV for 1.4 < |η| < 3 (region
with high MTD efficiency) are used. Selections on several topological decay variables including
the three-dimensional decay length normalized by its uncertainty; the pointing angle, which is
the angle between the vector from primary vertex pointing to reconstructed secondary vertex
and the total momentum of tracks; and secondary vertex fit probability, are also applied to both
scenarios of with and without the MTD to further improve the signal significance.

Examples of projected D0 (→ π++K−) invariant mass distributions in minimum bias HYDJET
PbPb events at 5.5 TeV are shown in Fig. 5.34, for 5 < pT < 6 GeV and |y| < 1, without (left)
and with the MTD (right). The total integrated luminosity considered is 3 nb−1, which assumes
conservatively that 50% of the total luminosity to be delivered in HL-LHC (or Run 4) will be
recorded to disk. The D0 signal yield is scaled based on the measured cross section at midra-
pidity (|y| < 1) for pT > 1 GeV by ALICE and CMS from Run 2 [126, 127], and extrapolated to
the unexplored kinematic region of pT ∼ 0 and |y| < 3 based on PYTHIA generator level distri-
butions. The Λ+

c signal yields are set based on theoretical model calculations [128], because the
experimental measurements in PbPb collisions are insufficient. For D0 and Λ+

c backgrounds,
the mass distributions for background candidates per event are first calculated using HYDJET
and then scaled to the expected total number of events. As shown in Fig. 5.34, D0 background
candidates are significantly suppressed by the PID selections using the MTD, and the signal
significance is drastically improved. The background rejection factors are roughly consistent
with expectations shown in Figs. 5.32 and 5.33.

Based on projected signal significance of D0 and Λ+
c in different ranges of pT and rapidity, the

Λ+
c to D0 yield ratio in PbPb collisions serves as an important probe of quark coalescence or

recombination mechanism in a hot and dense quark-gluon plasma (QGP). Theoretical calcula-
tions predict a strong enhancement of the Λ+

c to D0 ratio especially in the low pT region (e.g.,
see Ref. [128], compared to those in pp and pPb collisions, as shown in Fig. 5.35). The two
solid curves correspond to the scenarios of Λ+

c and D0 formed by coalescence only and coa-
lescence plus fragmentation. Measurements in pp, pPb and 0–80% PbPb at midrapidity from
the ALICE collaboration [129, 130] are shown in the leftmost panel of Fig. 5.35. The ratios in
pp and pPb collisions are around 0.5 with little pT dependence, while the PbPb data, currently
only measured for pT ∼ 10 GeV, appear to be higher than those for pp and pPb, and favor the
coalescence only scenario.
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Figure 5.35: The expected Λ+
c to D0 yield ratio as a function of pT projected for minimum

bias PbPb collisions at 5.5 TeV without (open circles) and with (filled circles) MTD, for rapid-
ity ranges of |y| < 1 (left), 1 < |y| < 2 (middle) and 2 < |y| < 3 (right), corresponding to
an integrated luminosity of 3 nb−1. Only points with significance greater than 2 are shown.
Curves represent theoretical model calculations at midrapidity assuming scenarios of coales-
cence only and coalescence plus fragmentations [128]. Measurements in pp, pPb and 0–80%
PbPb at midrapidity obtained by the ALICE collaboration are also shown [129, 130].

Assuming the Λ+
c to D0 yield ratios at values predicted by the coalescence only scenario, the

projected statistical precisions are shown as a function of pT for minimum bias PbPb collisions
at 5.5 TeV, for three rapidity ranges of |y| < 1, 1 < |y| < 2 and 2 < |y| < 3. Shown are
simulation results with and without the MTD. At midrapidity and low pT region, the MTD
provides one order of magnitude improvement in statistical precision, which will set stringent
constraints on theoretical models of open charm hadron production in heavy ion collisions.
Coverage of the heavy flavor measurement in the forward rapidity region up to y ∼ 3 is a
unique capability of the CMS detector and will provide essential inputs to the understanding
of the longitudinal dynamics of the QGP medium.

The projected statistical precision for 0–10% most central PbPb collisions at 5.5 TeV, comparing
with and without the MTD for midrapidity |y| < 1, is also shown in Fig. 5.36. The statistical
uncertainties are in general larger than those for minimum bias PbPb events, due to higher
multiplicity and large background. However, the coalescence effect (enhancement of the ratios)
of the QGP is expected to be strongest in the most central PbPb collisions and CMS will be able
to perform a high precision measurement to test theoretical predictions, largely enabled by the
MTD.

The universal scaling of elliptic flow (v2) of light-flavor mesons and baryons provides an even
stronger evidence of quark coalescence in the QGP, e.g., as observed in the measurement of
strange hadrons in PbPb collisions [131]. The CMS MTD will enable a test of this universal
scaling in the charm quark sector between Λ+

c and D0 hadrons, shedding more light on the
fast thermalization of the QGP medium. Figure 5.37 shows the projected statistical precision
for the elliptic flow of the Λ+

c and D0 as a function of pT for 30-50% centrality PbPb collisions
at 5.5 TeV for |y| < 1, comparing scenarios with and without MTD. Again, results are pro-
jected to an integrated luminosity of 3 nb−1. Previous measurements of strange mesons and
baryons by CMS from Run-2 are also shown. The D0 average values are based on CMS Run-2
measurements, while the Λ+

c average values are set to those of the Λ baryon. As shown, the
high precision enabled by the CMS MTD will for the first time test the universal scaling of v2
for open charm hadrons. The MTD will also significantly improve the precision of the D0 v2
measurement down to pT = 0 GeV.
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Chapter 6

Organization, schedule, and costs

6.1 Project organization
6.1.1 Introduction

The MTD project was formally created in April 2018, as a subsystem in the CMS Phase-2 (HL-
LHC) Upgrade. As described in the CMS and MTD project constitutions, the MTD institution
board (IB) is the highest decision-making body in the MTD project. The MTD project is led
by a project manager (PM), who is appointed by the CMS spokesperson in consultation with
the MTD IB. Within the MTD, the PM, assisted by one deputy, chairs its steering committee
(SC) and is responsible for the scientific, technical, and managerial direction of the project. The
CMS upgrade coordinator and the CMS technical coordinator provide the project oversight on
general and technical aspects.

The PM shall present all important project decisions to the MTD IB for discussion and ratifi-
cation via consensus or vote of its members. The MTD IB, comprising one representative per
participating institution, works in a close partnership with the PM.

The organigram and structure of the MTD project are shown in Fig. 6.1. The project is struc-
tured in sub-project areas led by coordinators, appointed by the PM in consultation with the
MTD IB and the relevant CMS coordination areas, or directly by the CMS spokesperson and
Technical Coordinator if required by the CMS constitution. The overall technical coordination
is provided by technical coordinators and managers assisted by the Project Office. The SC,
described below, aids the PM in his/her function.

Currently, the task of this organization is to complete the R&D for the MTD, carry out proto-
type and preproduction activities, and construct, install, and commission the detector. As the
construction project moves towards completion, the organization will evolve into operations
mode, which may require some adjustments to its structure.

6.1.2 Organization of the MTD project

6.1.2.1 Steering committee

The SC chaired by the PM includes the deputy PM, the IB chair, the resource and technical
managers, and members of the Project Office and of the Finance Board. The SC meets regularly
and discusses matters of significance in the project relating to scientific, technical, financial, and
managerial aspects. The members of the SC are charged to ensure that the MTD is optimized
for the HL-LHC physics goals using the resources available to the project. The SC will assist in
the PM in the yearly review of the project held by CMS Upgrade Coordination.

239
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Figure 6.1: Management structure of the MTD project. The Steering Committee and the Project
Office are described in the text. The interface with CMS, CERN, and external projects is de-
scribed in Section 6.1.3.

6.1.2.2 Technical coordination and Project Office

Given the difference in technologies, in schedule and in integration aspects of the barrel and
endcap sections of the MTD, the project is structured with two parallel coordination lines, one
for the barrel (BTL) and one for the endcap (ETL). The coordination will comprise one BTL
and one ETL technical manager (TM). They will be responsible for the planning, the safety, the
quality assurance, and the change control of the BTL and ETL subsystems, respectively, and
will cross-coordinate the technical progress of the sensor, the electronics and the engineering
groups, as well as the planning of system tests and integration aspects.

The BTL and ETL TMs will be assisted by the Project Office, which includes the project man-
ager and deputy, all the L2 coordinators responsible of technical aspects, as well as the Detector
Performance Group (DPG) conveners. In addition, a link-person to the CMS technical coordi-
nation group (TCG) will liaise with the ETL and BTL technical managers and shall keep the
TCG informed of MTD technical progress and the MTD of changes that are requested by the
CMS TCG. The Project Office shall meet regularly to cross-coordinate, update the technical
advancement and the planning of the project.

The responsibilities of the BTL and ETL TMs are defined below and shall be updated as needed
to adapt to changes of personnel or in the project.

The BTL and the ETL TMs, assisted by the Project Office, shall:

• ensure that the overall project, and the various sub-projects within it, do not falter
for technical reasons,

• ensure and follow the necessary market or technological surveys needed in the var-
ious sub-project areas,

• work in close contact, and meet regularly, with the CMS technical coordination,

• maintain the MTD prototyping and construction schedule,

• be responsible for adequate documentation, in appropriate platforms, across the
project and its updating, and for the database used for various purposes in the
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project,

• hold and monitor detailed milestones in order to follow the progress of the project,

• establish, with the appropriate sub-area coordinators, the assembly and testing cen-
tres and qualify them for production,

• establish and qualify the necessary assembly spaces at CERN,

• establish and monitor QA/QC procedures across the project,

• establish and document change control, and

• help organising yearly reviews of the relevant items in the sub-areas; an engineering
design review and an electronics system review are required prior to launch of full-
scale construction of mechanics and electronics, respectively.

The BTL and ETL TM will also cross-coordinate with the Common System Technical Manager,
who is responsible for the progress and delivery of the systems common to BTL and ETL for
the testing phase and for the final detector. These common systems include the DAQ and back-
end system, the clock distribution, the power system, the detector safety and control systems
(DSS and DCS), and the construction database. Each of these areas is coordinated by specific
coordinators within the MTD, as presented in the project organigram (Fig. 6.1), who liaise with
the BTL and ETL technical managers and with the central CMS coordination for the respective
areas of interest. In addition, within the scope of the TDR, a L1 trigger coordinator is mandated
to study the options for an MTD participation in the CMS L1 trigger and to prepare the nec-
essary information for a decision. In case of a negative decision, this coordination area will be
discontinued.

After the approval of the Technical Design Report, relevant changes that may become neces-
sary in technology, design, cost, schedule, and risk will be subject to a change control process.
The BTL and ETL technical managers, assisted by the Project Office, are responsible for es-
tablishing, requesting, and documenting change control, with technical details, drawings, etc.
archived in EDMS. For changes that only affect the MTD project, the change control shall be
assessed within the MTD, by an appropriate team identified by the project manager, and even-
tually signed-off by the MTD Institution Board. The MTD project manager shall also inform, at
the start of the change request, the CMS Upgrade Coordination, the CMS Technical Coordina-
tion and the CMS management, who will propagate the information where relevant, and may
require further actions. For changes that affect other CMS subsystems or impact the overall
CMS integration and schedule, the MTD shall comply with the procedure defined by the CMS
Upgrade Coordination and endorsed by the CMS Collaboration Board.

6.1.2.3 Finance board

The MTD Finance Board (FB) consists of one or more representatives of all of the funding agen-
cies that are involved in the MTD project. The MTD FB, through the resource manager (RM) as
chairperson, will deal with all matters related to the costs and resources of the project, includ-
ing contracts, and all related administrative matters, in collaboration with the CMS resource
manager.

The MTD FB, through its chairperson, is responsible for:

• establishing the MTD cost estimate, following the expenditure and the cost to com-
pletion of the project,

• accounting of CORE expenses for the construction of the MTD,

• providing the CMS resource manager with information required for presentation to
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the CMS resources review board (RRB), e.g. preparing the budget status and plan-
ning to be presented to the RRB,

• finalizing yearly the cost book expenditure for inclusion in CMS’s financial state-
ment to the spring RRB,

• preparing of the interim status report of cost book expenditure, for internal use, in
the autumn; the MTD resource manager shall present the report to the FB, and

• the policy, and followup, for multinational contracts, to be placed either by CERN
(in collaboration with the resource manager) or other institutions.

6.1.3 Interface with CMS and CERN

The MTD project manager and deputy project manager are members of the CMS Management
board. They are also members of the Upgrade Steering Group, where they report on a weekly
basis on the progress of the project to the CMS Upgrade Project Management. The MTD re-
source manager is member of the CMS Finance Board.

The BTL and ETL technical managers, as well as the MTD link-person to CMS Technical Coor-
dination, attend the weekly meeting of the Phase-2 Engineering and Integration Forum, where
matters related to CMS wide projects as well as to the integration of each system are discussed.
An MTD contact person with the CMS BRIL project attends the bi-weekly BRIL Radiation Sim-
ulations meeting, where results and requests for updates to the model for radiation simulations
are discussed. In addition, joint Tracker-BTL meetings are held bi-weekly to discuss common
aspects related to the engineering and the schedule of the projects.

The components of the CMS CO2 cooling system and the responsibility for each component
are specified in Section 4.5. There is a CERN oversight body for the CO2 cooling system, com-
prising the ATLAS and CMS Technical and Cooling Coordinators as well as representatives of
the CERN-EP and EN departments. The CERN EP-DT team is mandated by ATLAS and CMS
to design the CO2 cooling plants and to work in close collaboration with the CERN EN-CV
team in charge for the R744 primary chiller. The CMS Cooling Coordination team, under CMS
Technical Coordination, is supporting the upgrade projects, including MTD, in the design of
the transfer lines from the cooling plants up to the PP1 manifolds. The development of the
detector specific cooling lines and of the on-detector manifolds is responsibility of the BTL and
ETL Mechanics Coordinators. The BTL and ETL teams have been working and work jointly
with the CMS Cooling Coordination team to define the specifications of the cooling system and
power needs for BTL and ETL. It is the responsibility of the BTL and ETL technical managers,
assisted by the Project Office and by the MTD link-person to CMS Technical Coordination, to
maintain the MTD system design coordinated with the central development.

The development of the MTD simulation and reconstruction software is under responsibility of
the Detector and Performance Group. The DPG conveners, assisted by an MTD link-person, at-
tend the weekly meeting of the CMS Upgrade Performance Studies Group, mandated by CMS
Upgrade Coordination to coordinating the integration of the Phase-2 reconstruction software,
the production of the Monte Carlo samples, and the definition of the physics benchmark to
evaluate the performance of specific upgrade elements for the TDRs.
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6.2 Project timeline and milestones
6.2.1 Project timeline

A simplified view of the project timeline is shown in Fig. 6.2, with several different phases sep-
arated by major decision points or deliverables. The timeline for the barrel and the endcap are
shown separately at the top and bottom of the figure. The construction schedules are designed
to match the constraints for installation in CMS and to provide adequate contingency within
the context of those constraints.

Figure 6.2: Simplified view of the MTD project timeline, for the barrel (top) and endcap (bot-
tom) compartments with indication of the high level milestones discussed in Section 6.2.2. The
colors indicate the different phases of the project as specified in the rows with legends.

The BTL installation in the Tracker Support Tube (TST) will take place at the Tracker Installation
Facility (TIF) at CERN before the TST including Tracker and BTL is transported to P5 and then
lowered to the CMS cavern. To understand the margins, a late integration scenario has been
studied, and agreed with the Tracker, where the Tracker defines the CMS need-by date for BTL
installation-complete, which are January 2024 (B.A.7e) for one and March 2024 (B.A.8e) for the
other end of the TST. In this scenario (yellow hatched area in Fig. 6.2), the BTL installation
should start no later than in October 2023 on one end, and January 2024 on the other end of the
TST, where it would proceed in parallel with the start of the Tracker installation on the other
end. The installation of the BTL trays is actually slated to begin earlier, in January 2023 (B.A.7),
as soon as 25% of the trays are available, and to be completed in March 2023 on one end of
the TST and on July 2023 on the other end (B.A.8). With these dates, the integration would
finish about nine and eight months before the Tracker starts integration at the respective ends.
There will be no access to the BTL after the installation of the Tracker endcaps begins. The TST,
fully instrumented with the BTL and the Tracker, will be ready for detector commissioning
at the beginning of 2026. The commissioning period can be reduced by up to three months,
providing an additional three months of contingency on the installation sequence.

The ETL will be installed on the nose of the endcap calorimeter (CE) in an independently ac-
cessible cold volume. The installation is possible before or after the CE lowering in the CMS
cavern, without or with the beam pipe in place. In the current schedule, the ETL installa-
tion can begin in the SX5 surface building, after completion of the integration of the modules
on the wedges of one endcap (E.A.19), and continue in the cavern after the lowering of the
CE. As shown in Fig. 6.2, the installation of the Dees in the cavern provides a contingency of
nine months between the completion of the module integration (E.A.20) and the ETL expect-
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complete date at the end of 2025. In the event of delays, servicing and installation completion
is also possible during a subsequent year-end technical stop of the LHC, which have been typ-
ically 16 weeks long.

The R&D phase to demonstrate the technologies and define the detector design is substantially
completed at present and is summarized in the current TDR. The following phase of engi-
neering and prototyping has different duration for the BTL and the ETL given the different
maturity of the technologies and the different installation schedules in CMS. This phase will
be concluded by specific engineering design reviews (EDR), currently scheduled at the end of
Q2 2020 for BTL and in Q1 2022 for ETL, which are intended to validate the design and give
the green light for production. A series of system tests will be performed to validate the de-
sign, including full module irradiation tests (B.T.1, B.T.3, E.FE.10, E.A.12, and E.A.14). The EDR
dates will be fixed with CMS Technical Coordination. There is some flexibility in the plan to
postpone the EDR and hold a dedicated Procurement Readiness Review, for procurements of
part of the system that need to be launched for schedule reasons.

For BTL, the design and prototyping phase with validation of the components as well as of
systems (crystal matrices and SiPMs packaged on the sensor boards and assembled in detector
sub-modules) will continue in 2019. In parallel, pre-series runs for SiPMs and crystal matrices
will be carried out between the end of 2019 and the beginning of 2020 to identify vendors
and be ready to place tenders soon after the EDR. The production of the sensor elements is
planned to start at the beginning of 2021 and is estimated to last one year. The production and
construction of the trays will take place in parallel in three main assembly centres, which will
become operational for production in early 2022 (B.A.3). The ASIC is the critical path for the
production of the front-end boards, which are the last element that will be integrated on the
trays. The schedule allows two ASIC prototype iterations before the final production run. The
first ASIC iteration will enable the finalization of the design and validation of the front-end
boards. While we believe that the schedule is maintainable, ways to gain contingency with
further parallelization of the integration activity at the assembly centres are possible.

For ETL, the design and prototyping phase will span the next three and a half years, with par-
allel developments of the sensors, of the module components, and of the structural elements,
and validation of the individual components and of the systems. First prototypes of a realistic
module will be built once the initial ASIC prototype is available. Before then, the assembly
pipeline will be exercised and validated relying on mockups possibly using prototype ASICs
designed for similar applications (Section 3.4.4). The ASIC design and subsequent production
defines the critical path; three iterations of the readout ASIC are planned. Readiness for pro-
duction will be achieved in November 2022 (E.FE.5). In the production phase, the production
of the silicon sensors, of the readout ASIC, of the service hybrids, and of the support struc-
tures will proceed in parallel, as well as the bump bonding of the ASICs on the sensors and the
module assembly, with about a quarter year offset between the last processes.

The assembly of the modules will occur in four independent assembly centres. The preproduc-
tion modules will undergo system tests and irradiation tests involving the final components.
Additional radiation testing will be done on a small number of each batch during production.
The modules will be shipped to CERN for final integration on the aluminum support structures
(wedges), and dressing with services. The first 25% of modules will be shipped in February
2024 (E.A.15). Upon completion of the integration and testing of each set of four wedges, i.e.,
two Dees, they will be ready for batched installation on the CE nose. The schedule contingency
to the ETL expect-complete date at the end of 2025 is nine and seven months for the module
integration and the Dee installation, respectively.
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6.2.2 List of milestones

The MTD project office will be responsible for following the planning of the project. A detailed
schedule has been set up with the Merlinr software. Granular milestones will enable the mon-
itoring of the progress of the project. High-level milestones, listed in Table 6.1, will be reported
to the LHCC reviewers. Milestones that were initially defined in the MTD Technical Proposal
have been updated and integrated to reflect the evolution of the detector design and the refined
definition of the project planning. Former milestones that match new high-level milestones are
indicated in the table. Milestones that were scheduled for completion before the TDR submis-
sion (Fig. 6.2) are not included in the table, except those with a revised expect-complete date.

Table 6.1: MTD project high-level milestones and identifiers.

Milestone TP ID TDR ID Date
BTL Engineering design review held MTD.B.14 BTL.EDR May 2020
ETL Engineering design review held MTD.E.17 ETL.EDR Mar 2022

BTL crystals (B.X)

Crystal vendors preselection completed MTD.B.11 B.X.1 Jan 2020
Crystal matrices order placed B.X.2 Oct 2020
Crystal matrices 25% complete B.X.3 Sep 2021
Crystal matrices 50% complete B.X.4 Dec 2021
Crystal matrices 100% complete B.X.5 May 2022

BTL SiPM (B.Si)

Optimization of SiPM, package and boards B.Si.1 Jun 2019
Qualification of SiPM vendors completed MTD.B.11 B.Si.2 Mar 2020
SiPMs order placed B.Si.3 Oct 2020
SiPM boards 25% complete B.Si.4 Aug 2021
SiPM boards 50% complete B.Si.5 Nov 2021
SiPM boards 100% complete B.Si.6 May 2022

BTL front-end electronic (B.FE)

TOFHIR2-V1 design review B.FE.1a Jun 2019
TOFHIR2-V1 submission B.FE.1 Nov 2019
TOFHIR2-V2 design review B.FE.2a Mar 2020
TOFHIR2-V2 submission (pre-production) MTD.B.09 B.FE.2 Oct 2020
and ALDO2 ready for production
TOFHIR2 ready for production B.FE.3 Apr 2021
Readout Unit Proto1 (TOFHIR1) ready for tests B.FE.4 Jan 2020
Readout Unit Proto2 (TOFHIR2) ready for tests B.FE.5 Apr 2021
Start front-end cards production B.FE.6a Sep 2021
FE 10% complete B.FE.6 Apr 2022
CC 100% complete B.FE.7 Jun 2022
FE 100% complete B.FE.8 Jan 2023

Continued on next page
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Table 6.1 — continued from previous page

Milestone TP ID TDR ID Date
BTL system tests (B.T)

System test using RU Proto1 B.T.1 Mar 2020
TOFHIR2 DCR circuit tested with irradiated sensors B.T.2 May 2020
System test with RU Proto2 MTD.B.10 B.T.3 May 2021
System test at TIF finished B.T.4 Nov 2022

BTL assembly and installation (B.A)

Prototype assembly verified B.A.1 Sep 2020
RU and tray assembly pilot site and procedure set up B.A.2 Oct 2021
Assembly centres qualified MTD.B.16 B.A.3 Feb 2022
Tray production 25% complete B.A.4 Dec 2022
Tray production 50% complete B.A.5 Feb 2023
Tray production 100% complete B.A.6 Jun 2023
BTL beginning of installation (TST end 1) B.A.7 Jan 2023
BTL end of installation (TST end 2) B.A.8 Jul 2023
BTL need-by 50% complete (End of access to TST end 1) B.A.7e Jan 2024
BTL need-by 100% complete (End of access to TST end 2) B.A.8e Mar 2024

BTL structures and services (B.SS)

Tray insertion tooling and process defined MTD.B.12 B.SS.1 Jun 2020
TST order placed MTD.B.15 B.SS.2 Feb 2021
TST ready for installation B.SS.3 Jun 2022
Power system testing MTD.B.13 B.SS.4 Dec 2021
Power supply production started B.SS.5 Sep 2023

ETL silicon sensors (E.Si)

Sensor performance & radiation hardness qualified MTD.E.04 Oct 2018
Sensor prototypes v1 tested with ETROC0 E.Si.1 Sep 2019
Sensor prototypes v2 received E.Si.2 Mar 2020
Sensor prototypes v2 tested with ETROC1 E.Si.3 Aug 2020
Sensor prototypes v3 received E.Si.4 Feb 2021
Sensor vendor qualification and final geometry selection MTD.E.10 E.Si.5 Jun 2021
Sensor vendor selection and ready for production MTD.E.15 E.Si.6 Jan 2022
Sensor production 5% complete E.Si.7 Dec 2022
Sensor production 50% complete E.Si.8 Aug 2023
Sensor production 100% complete E.Si.9 Mar 2024

ETL Front-end electronics (E.FE)

Receive ETROC V0 E.FE.1 Mar 2019
Submission of ETROC V1 MTD.E.08 E.FE.2 Aug 2019
Submission of ETROC V2 MTD.E.14 E.FE.3 Oct 2020
Submission of ETROC V3 (pre-production) E.FE.4 Mar 2022
ETROC ready for production E.FE.5 Nov 2022
ETROC ready for module production E.FE.6 Aug 2023
Service hybrid mechanical prototype E.FE.7 Dec 2019
Service hybrid initial design available E.FE.8 Jun 2020
Service hybrid design complete MTD.E.09 E.FE.9 Aug 2021

Continued on next page
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Table 6.1 — continued from previous page

Milestone TP ID TDR ID Date
Service hybrid irradiated preproduction system test E.FE.10 Nov 2022
Service hybrid production start E.FE.11 Feb 2023
Service hybrid production complete E.FE.12 Jun 2024

ETL assembly and installation (E.A)

Module mechanical & thermal performance tested E.A.1 Dec 2019
Module electrical performance validated E.A.2 Dec 2020
Module gantry assembly tested E.A.3 May 2021
Module assembly process defined and validated MTD.E.11 E.A.4 Sep 2021
Bump bonding prototypes tested E.A.5 Feb 2020
Bump bonded modules with ETROC1 tested E.A.6 Oct 2020
Bump bonding process defined and validated E.A.7 Jan 2022
Bump bonding preproduction ready to start E.A.8 Aug 2022
Bump bonding preproduction complete E.A.9 Apr 2023
Bump bonding production 50% complete E.A.10 Nov 2023
Bump bonding production complete E.A.11 May 2024
Module system test using ETROC V2 prototype MTD.E.16 E.A.12 Mar 2022
Module production process ready & QA validated MTD.E.18 E.A.13 Sep 2022
Module irradiated preproduction system test E.A.14 Sep 2023
Module assembly 25% complete E.A.15 Feb 2024
Module assembly 50% complete E.A.16 Jun 2024
Module assembly complete E.A.17 Nov 2024
Module integration first tests E.A.18 Jan 2024
Module integration 50% complete (ETL1 ready to install ) E.A.19 Sep 2024
Module integration complete (ETL2 ready to install) E.A.20 Mar 2025
ETL installation on CE complete E.A.21 May 2025

ETL structures and services (E.SS)

Feedthrough initial design complete E.SS.1 Jul 2019
Feedthrough mockup test E.SS.2 Dec 2019
Feedthrough & service routing specified E.SS.3 May 2020
Feedthrough & service channel layout finalized E.SS.4 Feb 2021
Patch panel layout complete E.SS.5 Jun 2021
Wedge cooling channels and manifolds specified E.SS.6 Jan 2020
Wedge prototype test with CO2 E.SS.7 Apr 2020
Wedge mechanics specified E.SS.8 Dec 2020
Wedge design complete E.SS.9 Dec 2021
Wedge production 25% complete E.SS.10 Nov 2022
Wedge production 50% complete E.SS.11 Mar 2023
Wedge production complete E.SS.12 Oct 2023
LV and HV cable prototypes tested E.SS.13 Apr 2020
LV and HV cables specified E.SS.14 Mar 2021
LV and HV power system validated E.SS.15 Jul 2022
LV and HV power supply production started E.SS.16 Sep 2022

MTD back-end electronics and clock distribution (MTD.BE and CL)

Prototype functions and interfaces defined (BTL/ETL) BE.1 Dec 2019
Specification of BE system and clock documented in EDR BE.2 May 2020
Decision on the BTL clock distribution system CL.1 Mar 2021

Continued on next page
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Table 6.1 — continued from previous page

Milestone TP ID TDR ID Date
Decision on the ETL clock distribution system CL.2 Jul 2021
Prototype BE functions and interfaces validated (slice test) BE.3 Feb 2022
BE electronics procured for BTL BE.4 Sep 2023
BE electronics procured for ETL BE.5 Jun 2024
Integration with central DAQ and trigger complete BE.6 Dec 2025

The overall project plan and the milestones have external dependencies on the availability of
ASICs that are not developed within the MTD project, and on the development of the CMS
upgrade infrastructures. Table 6.2 lists all the ASICs needed by the project, with comments on
their development. Details and information on the R&D timelines are provided in Sections 2.3
and 3.3 for the BTL and ETL chips, respectively. In addition, the cooling plant and transfer lines
design, currently under specification with the CMS Technical Coordination, is expected to be
validated by the EDR and completed before installation.

Table 6.2: ASICs needed by the project.
ASIC Quantity Description

BTL Production ASICs required in Apr 2021
TOFHIR 10 368 32-channels read-out chip; specific development
ALDO 10 368 Adjustable low-drop linear regulator; evolution of

an existing chip
VL+ 864 Data-link chipset with lpGBT, GBT-SCA and VTRx+;

CERN development; prototype available; (pre)-
production needed not later than (Oct 2020) Oct
2021.

FEAST 2 624 DC-DC converter; CERN development; available,
(pre)-production needed by (May 2020) Jun 2021

ETL Production ASICs required in Apr/Nov 2022
ETROC 33 248 256-channels read-out chip; specific development
VL+ 1 600 Data-link chipset with lpGBT, GBT-SCA and VTRx+;

CERN development; prototype available
bPOL 13 112 DC-DC converter rad-hard version of FEAST; CERN

development; available Summer 2019

6.3 Institution interests and construction responsibilities
The project and the construction are organized in three main tasks, the Barrel Timing Layer
(BTL), the Endcap Timing Layer (ETL), and the Common Systems. The latter category com-
prises activities that will be developed as a single system for the barrel and endcap parts, such
as the DAQ and the back-end system, including the clock distribution. A broad model of the
construction responsibility based on a balance between the group interests and expertises, the
resource availability, and the efficiency of the model has been outlined. The detailed sharing of
responsibilities for the delivery of the different detector components by collaborating groups at
the participating institutes, and the associated financial commitments by the funding agencies
supporting those groups, will be formalized after the project approval in a signed Addendum
to the CMS Construction Memorandum of Understanding (MoU).
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Table 6.3: Interest of participating institutes in the construction deliverables.
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Barrel timing layer

Mechanical systems
Mechanical stuctures . . . . . . . . v . . . . . . . . . . . . . . . . v . . . . . . v . . .
Trays and integration tools . . . . . . . . v . . . . . . . . . . . . . . . . . . . . . . . v . . .
Tracker support tube and rails . . . . . . . . . . . . . . . . . . . . . . . . . v . . . . . . v . . .
On detector cooling pipes and manifolds . . . . . . . . . . . . . . . . . . . . . . . . . v . . . . . . . . . .
CO2 cooling shared

Sensor modules
Crystals QA/QC v v . . . . . . . v . . v . . . . . . . . . . . . . . . . . . . . . . .
SiPMs QA/AC . . . . . v . . . . . . . . v . . . . . . . . . . . . . . . . v . . . .
Interconnection boards and modules . . . . . . . v v . . . . . . . . . . . . v . . . . . . . . . . v . v .

Front-end electronics
Front-end ASICs . . . . . . . v . . . . . v . . . . . . . . . . . . . . . . . . . . . .
Front-end boards . . . . . . . v . . . . . v . . . . . . . . . . . . . . . . . . . . . .
Concentrator and power cards . . . . . . . . . . . . . . . . . . v . . . . . . . . v . . . . . . . .
Clock and links . . . v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Power system
LV supplies . . . . . . . . . . . . . . . . . . v . . . . . . . . . . . . . . . . .
Bias supplies . . . . . v . . . . . . . . . . . . v . . . . . . . . . . . . . . . . .

Assembly and integration
Module pre-assembly . . . . . . . . v v . . . . . . . . . . . v . . . . . . . . . . . . v .
Readout unit assembly . . . . . . . v v . . . . . . . . . . . . v . . . . . . . . . . . . v .
Tray assembly centres . . . . . . . v v . . . . . . . . . . . . v . . . . . . . . . . . . v .

Endcap timing layer

Mechanical systems
Mechanical stuctures (wedges) . . . . . . . . . . . . . . . . . . . . . . . . . . . . v . . . . . . .
Module mechanics . . . . . . . . . . . . . . . . . . . . v . v . . . . . . v . . . . . .
On detector cooling pipes and manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . v . . . . . . .
CO2 cooling shared

Silicon Sensors
LGAD production and testing . . v . . . . . . . v . . . . . v . . . . . . . . . v . . . . . . . . .

Front-end electronics
Front-end ASIC . . . . . . . . . . . . . . . . . . . . . . v . v . . . . . . . . . . .
Service cards . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v . .
Clock and links . . . v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Power system
LV supplies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v . .
HV supplies . . . . . . . . . . . . . . . . . . . v . . . . . . . . . . . . . v . .

Assembly and integration
Bump bonding . . . . v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Module production and assembly . . . . . . . . . . v . . . . . v . . . v . v . . . v . . v . . . . . .

Common systems

Back-end electronics and DAQ
Back-end boards procured commodity
Clock distribution . . . v . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Back-end firmware . . . v v . . . . . . . . . . v . . . . . . . . . . . . . . . . . . . .
DAQ . . . v . . . . . . . . . . . . . . . . . . . . . . . . . . . . v . . .
Trigger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v . . .

Detector safety system ongoing discussion

SW development (non WBS) All

Table 6.3 shows the current summary of the interests expressed by the participating institutes
on specific construction activities. Software tasks related to the development of the detector
simulation and event reconstruction, in which all the institutes are involved, are not listed. The
auxiliary Table 6.4 lists all the groups and the tag name used in Table 6.3. While these tables
are accurate, formal commitments by the institutes will only be taken after funding from the
respective funding agency is secured.

6.4 Cost estimate
The cost of the MTD project has been established using a cost breakdown structure with four
levels. The summary of the costs, as defined by the CORE (LHCC Cost Review Committee),
is shown in Table 6.5. CORE costs represent the value of the equipment installed in the ex-
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Table 6.4: MTD institutes.

Tag Institution name
BY-INP Institute for Nuclear Problems of Belarus State University, Minsk, Belarus
CN-PKU Peking University, Peking, China
FI-HIP Helsinki Institute of Physics, Helsinki, Finland
FR-IRFU IRFU, CEA, Université Paris-Saclay, Gif-sur-Yvette, France
DE-KIT Karlsruher Institut fr Technologie (KIT), Institut fr Experimentelle Teilchenphysik (ETP), Karlsruhe, Germany
HU-Deb Institute of Physics, University of Debrecen, Debrecen, Hungary
IT-Ge INFN Sezione di Genova, Università di Genova, Genova, Italy
IT-MiB INFN Sezione di Milano-Bicocca, Università di Milano-Bicocca, Milano, Italy
IT-Pd INFN Sezione di Padova, Università di Padova, Padova, Italy, Università di Trento c, Trento, Italy
IT-Rm INFN Sezione di Roma, Sapienza Università di Roma, Rome, Italy
IT-To INFN Sezione di Torino, Università di Torino, Torino, Italy, Università del Piemonte Orientale c, Novara, Italy
IT-Ts INFN Sezione di Trieste, Università di Trieste, Trieste, Italy
LT-ViU Vilnius University, Vilnius, Lithuania
PT-LIP Laboratório de Instrumentação e Fı́sica Experimental de Partı́culas, Lisboa, Portugal
RU-INR Institute of Nuclear Resaerch (INR), Moscow, Russia
RU-NSU Novosibirsk State University (NSU), Novosibirsk, Russia
SP-IFCA Instituto de Fı́sica de Cantabria (IFCA), CSIC-Universidad de Cantabria, Santander, Spain
SP-USe University of Sevilla, Sevilla, Spain
CH-ETHZ ETH Zurich - Institute for Particle Physics and Astrophysics (IPA), Zurich, Switzerland
US-BU Boston University, Boston, USA
US-UCSB University of California, Santa Barbara - Department of Physics, Santa Barbara, USA
US-Caltech California Institute of Technology, Pasadena, USA
US-FU Fairfield University, Fairfield, USA
US-FNAL Fermi National Accelerator Laboratory, Batavia, USA
US-UIC University of Illinois at Chicago (UIC), Chicago, USA
US-UI The University of Iowa, Iowa City, USA
US-KU The University of Kansas, Lawrence, USA
US-KSU Kansas State University, Manhattan, USA
US-MIT Massachusetts Institute of Technology, Cambridge, USA
US-UNL University of Nebraska-Lincoln, Lincoln, USA
US-NEU Northeastern University, Boston, USA
US-ND University of Notre Dame, Notre Dame, USA
US-PU Princeton University, Princeton, USA
US-Rice Rice University, Houston, USA
US-UVa University of Virginia, Charlottesville, USA
US-UW University of Wisconsin - Madison, Madison, WI, USA

periment, without contingency. They include costs for fabrication, construction, installation,
and integration. They do not include R&D and prototype costs, costs for infrastructure and
facilities at CMS institutions, nor institution personnel costs. The CORE cost estimates include
spare parts to cover production losses, while spares to support long term maintenance and op-
eration are paid separately from the M&O budget. Costs are reported here in 2018 CHF, with
no correction for inflation to future years. Exchange rates based on the average value in 2018
have been adopted to convert quotes collected in currencies different from CHF.

The BTL full cost per item includes a 5% yield-loss for the SiPMs, 10–20% spares for front-end
electronics, 11% for readout fibres, as well as sufficient crystals and SiPMs to build two full ad-
ditional trays. The ETL costing assumes 10–20% spares. The quality of the cost estimates ranges
from vendor quotes to interpolations of market surveys for the major cost drivers, including
sensors and readout chips and the power systems. For the pricing of the readout electronics as
well as for the engineering of the module components, we rely on careful extrapolations based
on the experience with the production of similar systems.

For risk mitigation, an R&D is ongoing on the development of a clock distribution system inde-
pendent of the clock distribution via the TDCS/DAQ links (Section 4.2). If such an independent
distribution system is needed, additional components would be required. The cost of the front-
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end components and of the optical links for this system has been estimated and amounts to
about 152 kCHF for BTL and 570 kCHF for ETL, including spares. Additionally, the back-end
pure-clock distribution units would cost about 42 and 155 kCHF for BTL and ETL, respectively.
Differences in the front-end ASIC architecture make the risk that the baseline clock does not
meet specifications moderate for BTL and low for ETL. The cost of the front-end components
and of the additional optical links is included in the CORE cost estimate of the BTL front-end
electronics in Table 6.5. No costs are included for ETL.

The funding agencies involved with each aspect of the project are expected to provide contin-
gency for needs in their area, should variations of the exchange rate, or unforeseen technical
or vendor issues modify the cost estimate. If the need exceeds the available funds, the issue
will be discussed in the MTD management and Finance Boards, and the CMS management and
Finance Boards, and solution sought that may involve technical choices or a different tuning of
the cost sharing.

Table 6.5: Estimated cost of the MTD project.

Item Cost (kCHF)

MTD 20 685

1. Barrel timing layer 8 712
1.1 Mechanical structures 372
1.2 Sensor modules 4 836
1.3 Front-end electronics 1 535
1.4 Power system 770
1.5 Cooling 1 198

2. Endcap timing layer 10 864
2.1 Mechanical structures 174
2.2 Sensor modules 4 889
2.3 Front-end electronics 3 576
2.4 Power system 1 145
2.5 Cooling 1 079

3. Common items 1 109
3.1 Back-end electronics and DAQ 600
3.2 Safety system 86
3.3 Installation and test infrastructure 424
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Appendix A

Radiation environment

The choice and the validation of the technologies for the active elements of the MTD and the
optimization of the design rely on the prediction of the dose rate and the particle fluence for
each particle type at the HL-LHC. Simulations are used to predict the magnitude and compo-
sition of radiation as a function of the integrated luminosity.

The radiation simulations are performed by the CMS BRIL (Beam Radiation Instrumentation
and Luminosity) project using the FLUKA 2011.2x.4 Monte Carlo multi-particle transport -
code [21, 22]. The event generator DPMJET III is used to create the primary proton-proton
events. It is directly linked to the FLUKA code and used as the default event generator for
high energy hadron-nucleus and nucleus-nucleus interactions. All particles are transported
until a predefined energy cut-off is reached. The output is usually averaged over all simulated
primary events and normalized per primary event. The normalization used for the prediction
of dose and fluence depends on the inelastic collision rate and the duration of LHC operation
(total radiation period). For an instantaneous luminosity of 5× 1034 cm−2s−1, and an inelastic
cross section of 80 mb, an average of 4× 109 inelastic pp events per second are produced [132].

The relevant quantities to estimate the impact of radiation damage to the MTD elements are
the dose, the fluence of charged particles, and the 1 MeV neutron equivalent fluence in Sili-
con, which is calculated by weighting all particles with their non-ionizing-energy-loss (NIEL)
damage cross section function to the same NIEL of 1 MeV neutrons. Doses and fluence are
estimated using the FLUKA USRBIN scoring system where quantities are recorded in a bin-
ning mesh that can be Cartesian, in cylindrical coordinates, and independent of the geometry.
As a special case, quantities can be bound to a particular geometry region. Particle fluence is
obtained by calculating the track length density, and doses using the energy deposition. The
obtained 3D distributions can be projected to two dimensions and shown as a 2D flux map, or
to one dimension and shown as a graph.

The FLUKA study version 3.7.18.0 is used in this TDR, which features an updated Phase-2 CMS
geometry to provide updated simulations for HL-LHC conditions. The geometry, detailed in
the next section, is derived from the Phase-2 CMS Technical Design Reports [4–7] and this
document, for the MTD geometry. This new geometry model updates and supersedes the
model adopted in those TDRs (CMS FLUKA simulation version 3.7.2.0), which was based on
the latest nominal Phase-1 CMS geometry with minimal modifications to specify the Tracker
Phase-2 layer structure, a rough description of the bulk material of the new endcap calorimeter,
and the replacement of the CMS endcap preshower with an 18 cm thick neutron moderator.
This preliminary model was also used in the preparation of the MTD Technical Proposal [8],
although it did not include the implementation of the MTD itself, and the neutron moderator
in front of the endcap calorimeter was thicker than possible with inclusion of the MTD.

The details of the new model are specified below, as well as its uncertainties. The particle
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fluence with the new geometry, reported in Table 1.3, have increased by about 25% in BTL and
35% in ETL compared to the earlier model presented in the Technical Proposal. The model is
still being refined and the geometry may still be optimized with additional moderator to reduce
the radiation levels. However, as we discuss below, a series of tests has provided confidence
on the stability of the predictions against residual tunings of the geometry description, and this
model has been adopted as a new reference.

A.I Geometry model and simulation parameters
A FLUKA geometry is created by combining regions of basic geometric bodies. These shapes
can be finite objects such as spheres, boxes, or cones, or infinite elements such as planes or
infinite cylinders. The complexity of the geometry that can be created is limited by the number
of objects or elements that can be reasonably used. A large number increases the computing
time. Hence FLUKA geometry models are a simplification of the reality, composed of the ob-
jects and elements and the material within them. It is, however, important that correct material
compositions and densities are used, resulting in the correct total mass, to achieve a reliable
description of particle shower cascades. For activation studies also trace elements that have
the potential to get highly activated are taken into account. Cut-offs and transport parameters
are configured per volume.

The updated model for the Phase-2 CMS detector (CMS FLUKA study v.3.7.18.0) is shown in
Fig. A.1 (top) and compared to the preliminary CMS FLUKA study v.3.7.2.0 (bottom). The new
model includes an accurate description of the Phase-2 Tracker, HGC and ECAL, the respective
services, the Phase-2 beam beam pipe, and the MTD detector as detailed below.

The Tracker model is consistent with the TDR geometry. In addition to the Si sensor layers, it
includes support and service structures. The Tracker bulkhead and the services between the
Tracker volume and the endcap region are implemented in accordance with the most recent
design, as provided by the Tracker technical coordination. The Phase-2 beam pipe is modelled
to be consistent with the version approved at the beam-pipe Engineering Design Review, and
consistent with the technical drawing v5.4.1. The CMS endcap is modelled by a geometry to
represent the Phase-2 endcap calorimeter, with thermal screens, and with a detailed longitudi-
nal segmentation, which was not included in FLUKA v.3.7.2.0. As shielding material, borated
polyethylene with a boron concentration of 5% is used. The thickness of the shielding is 12 cm,
instead of 18 cm as in the earlier version. The service channel between the barrel and the end-
cap region is also described according to the Phase-2 geometry; the barrel and endcap detector
envelopes, as well as the service channel width are consistent with the most recent update of
the Phase-2 engineering (J. Strait, “CMS Barrel and Endcap Envelopes”, EDMS 1895113, In-
ternal document). In the transition from FLUKA CMS version 3.7.2.0 to 3.7.18.0, the material
budget of the ECAL has also been updated.

The BTL active volume is modelled as a continuous cylinder of LYSO crystals, with a density of
7.4 g/cm3, and an inner and outer radius of 116.1 and 116.475 cm respectively for |z| < 88.1 cm,
of 116.1 and 116.4 cm for 88.1 < |z| < 115.1 cm (|η| < 1.1), and of 116.1 and 116.34 cm for
115.1 < |z| < 260 cm (|η| > 1.1). A separate BTL layer is included to represent the SiPMs, the
electronics, and the mechanics. It is an admixture of Aluminum, Carbon fiber, Silicon and glue
for a total mass of 800 kg, comparable to the mass of LYSO. The ETL is modelled as a 4 cm thick
layer of material with density 1.0277 g/cm3, composed of 0.871 Aluminum and 0.129 Silicon
by mass fraction. The thermal screen is included as 3.2 cm thick layer of Aerogel (Silicon and
Oxygen) and density 0.16 g/cm3, surrounded by 15 mm of PermaGlass.
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Figure A.1: YZ cut of the CMS geometry in the FLUKA simulation v.3.7.2.0 (top) and v.3.7.18.0
(bottom) used to predict particle’s fluence. In the bottom figure the MTD is shown in violet,
wth the BTL on the inner side of the TST (brown) and the ETL in front of the neutron moderator
(light green). Visible are changes in the barrel/endcap transition region with services. More
details are provided in the text.

The primary proton-proton collisions are simulated at 7 TeV energy per proton. The protons
collide under a crossing angle of 590 µrad. The events are randomly distributed within 5 cm
along the z axis. Particles are transported until they decay or until their energy falls below their
transport cut-off. In this case, their remaining energy is deposited on the spot. All hadrons and
muons have an energy cut-off of 1 keV, except neutrons, which are transported down to an
energy of 0.01 meV. Electrons and photons are assigned different cutoffs in different materials.
In most materials 5 keV for photons and 30 keV for electrons are applied. In heavy materials,
the cut-offs are increased. In the beam pipe 10 keV for photons and 100 keV for electrons are
used, while in the calorimeters the cut-offs are 30 keV for photons and 300 keV for electrons. In
the target absorber the cut-offs are 300 keV for photons and 3 MeV for electrons. The choice of
these cut-offs is a trade-off between the accuracy of the predictions and the computation time.
The uncertainties of the predictions are dominated by the accuracy of the geometry model,
discussed below.
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A.II Fluence and dose predictions
All the results of the particle fluence, energy dose, and 1 MeV neutron equivalent in silicon
are scored in an r − z grid. There is no segmentation in φ. Given that the MTD is made of
thin timing layers, profiles along z and along r are presented for BTL and ETL, respectively.
Figures A.2 and A.3 shows the comparison of the 1 MeV neutron equivalent fluence in silicon
and of the dose prediction with the old (v.3.7.2.0) and the new (v.3.7.18.0) FLUKA simulation
runs. Results for BTL are shown in the left panels; results for ETL are shown in the right
panels. The dotted grey lines in Fig. A.2 show the nominal prediction of the new FLUKA
simulation run multiplied by a factor 1.5. Given the uncertainties in the predictions associated
to the geometry model and those related to possible sensor-to-sensor variations, the BTL and
ETL components are required to stand a 1 MeV neutron equivalent fluence at least a factor 1.5
(safety factor) larger than highest value of the nominal fluence for BTL and ETL, respectively.
These values are achieved at |z| ∼ 240 cm in BTL and at at the inner radius in ETL (r = 30 cm).

Figure A.2: Fluence (1 MeV neutron equivalent) prediction in BTL (left) and ETL (right) for
an integrated luminosity of 3000 fb−1 from the FLUKA simulation run v.3.7.18.0 (red), with
updates to the CMS Phase-2 geometry model detailed in the text, and from the FLUKA CMS
simulation v.3.7.2.0 (blue) used in the MTD technical proposal and in the TDRs of the other CMS
upgrade projects. The dotted line indicates the nominal fluence from the FLUKA simulation
run v.3.7.18.0 multiplied by a safety factor 1.5 to account for uncertainties in the predictions.

The 1 MeV neutron equivalent fluence with the new model is about 25% and 35% higher than
with the previous geometry model in BTL and ETL, respectively. A local dose increase in BTL
of 50% is also observed, related to a local increase of the photon fluence. The observed changes
in the predictions of the particle fluence of about 25% and 35% in BTL and ETL, respectively, do
not have a single origin. Contributions are coming from the reduction of the neutron moderator
thickness (up to 15% in ETL), from changes in the envelope and in the segmentation details of
the endcap calorimeter, from changes in the beam pipe, and from the description of the services.
The contribution to the fluence variation from the MTD detector itself is marginal. A variation
in fluence predictions is also observed in the Tracker volume, and amounts to an in crease about
10% at the location of the sensors used to validate the Tracker technology. This is well within
the Tracker safety margins and has no consequences on the Tracker design.

The 25% variation in the 1 MeV equivalent neutron fluence in BTL translates into a propor-
tional increase in the DCR noise in the SiPMs, and in turn in the time resolution, causing a
degradation, if not mitigated by other means, of up to about 6 ps at 3000 fb−1 and 8 ps at the
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Figure A.3: Predicted doses in BTL (left) and ETL (right) using the updated FLUKA CMS
simulation v.3.7.18.0 (red) and the preliminary geometry model of the FLUKA simulation run
v.3.7.2.0 (blue).

maximum luminosity that can be potentially integrated by the MTD (4000 fb−1). Operation at
a slightly lower temperature (∆T = −4 ◦C) would compensate this difference fully. Annealing
at +50 ◦C would provide additional mitigation, as discussed in Appendix B.

A.III Uncertainties and safety margin
The statistical uncertainties are given by the error of the mean values, which are obtained by
averaging over many simulation cycles; they are of the order of a few percent for the 1 MeV
neutron equivalent fluence in silicon and below 10% for the total ionizing dose (TID). The sys-
tematic uncertainty depends on the quantity and region of interest. Typically, there are two
main contributions to the systematic uncertainties for all results: uncertainties due to the event
generator, and uncertainties due to the simplification of the CMS FLUKA model in terms of vol-
umes and materials. The uncertainties vary from region to region and are expected to be higher
where particles originate from long secondary cascades, being relatively strongly influenced by
the geometry model. An additional systematic error is introduced by the normalization of the
quantities, such as the inelastic collision cross section at

√
s = 14 TeV, which is predicted by

various event generators. The value of the inelastic cross section can be updated, once a mea-
surement has been performed during Run 2 operation.

A cross check of the material budget in terms of radiation and interaction lengths of the CMS
TDR geometries and of the model implemented in the CMS FLUKA provides a validation of
the geometry model. While a detailed assessment of the uncertainties associated to the new
geometry model is ongoing, the 25–35% change in the fluence prediction following a rather
radical change in the geometry description from v.3.7.2.0 to v.3.7.18.0, as shown in Fig. A.1, can
be used to make a conservative estimate of the the size of this uncertainty.

In addition, variation studies were conducted with several modified geometries to assess the
dependence of the predictions on residual tunings of the geometry. All these studies indicated
fluence changes of a few percent at most, thus corroborating the assumption that an uncertainty
of 30% related to the geometry model is conservative. For example, the left panel of Fig. A.4
shows the ratio of the predicted fluence in BTL with two geometry variations normalized to
the FLUKA simulation run v.3.7.18.0. The red dots show the fluence relative variation when
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ETL is dropped from the CMS geometry and indicate that results are quite insensitive to the
details of the description of the ETL. The green line show the fluence reduction upon the addi-
tion of 2 cm of neutron moderator in front ETL, which is the maximum thickness that can be
accommodated. The fluence reduction is at most 5% in the outer BTL, which is equivalent to
what can be achieved by operating the detector at ∆T = −1 ◦C lower than the nominal oper-
ating conditions. Following this study, the baseline thickness of the neutron moderator is fixed
to 12 cm, keeping 2 cm of clearance for further adjustment of the ETL engineering. A variant
of the HCGal longitudinal segmentation and of the HGCal inner envelope, where a cylindrical
support structure is adopted instead than conical, has also been studied, showing a variation in
fluence of about 2% both in BTL (blue dots in the left panel) and in ETL (right panel of Fig. A.4).

Figure A.4: Shown are the relative 1 MeV neutron equivalent fluence change in percent in BTL
(left panel) and ETL (right panel) for several different variations of the geometry model (see
text for details).

The uncertainty associated to the generator of the proton-proton collisions have been estimated
by comparing the particle fluence predictions using the DPJMET III generator and the PHY-
TIA8 generator tuned on the CMS measurements and extrapolated to a center-of-mass energy
of 14 TeV. The differential cross section for particle production as a function of η is well matched
between the two generators up to |η| ∼ 2, while it shows differences in the region 2 < |η| < 5.
The associated fluence variations reach about 50% at |η| ∼ 5, but are limited to below 20% in
the region 2 < |η| < 3 relevant for the MTD coverage.

In summary, a conservative estimate of the uncertainties associated to the geometry model and
to the proton-proton production cross section provides a total potential variation in the fluence
prediction below 50%, which is well consistent with the assumed safety margin of 1.5 in the
fluence predictions.

A.IV Considerations on radiation protection for ETL maintenance
We do not expect a significant dose to personnel during installation because much of the sur-
rounding detector will be new, in particular the CE on which the ETL wedges will be installed.
The installation procedure is relatively short, with the mounting of modules and dressing of
cables on the face of the aluminum support wedges performed in advance. Maintenance op-
erations and any potential replacement, which would occur after a prolonged irradiation time,
would have a higher ambient radiation environment. Estimating the expected dose for per-
sonnel in that case require simulation studies that are being finalized. They will be used to
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develop safe maintenance and replacement procedures. Extended maintenance work, such as
replacement of a number of modules, would be accomplished by dismounting the wedges and
craning them upstairs to a controlled laboratory environment.
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Appendix B

The Barrel Timing Layer: additional technical
information

This appendix completes the information provided in Chapter 2 on the BTL sensor choice and
on the radiation tolerance. Section B.I describes the radiation tolerance studies performed on
the individual components of the BTL sensors, as well as the plans to validate the complete
sensor package. Section B.II provides details on the test beam campaigns performed on sensor
prototypes of different geometries that contributed to the choice and the optimization of the
sensor layout presented in Chapter 2.

B.I Studies on BTL radiation tolerance
B.I.1 Radiation tolerance of BTL sensor parts

The BTL sensors consist of five components which have been tested and optimized with spe-
cific studies: the LYSO:Ce crystals with wrapping, the optical glue, the resin layer protecting
the SiPM and the SiPM. The optimization and qualification of the radiation tolerance of each of
these elements is summarized in the following. The components have been qualified to a radi-
ation level which includes a safety factor of 1.5 on top of the highest dose and fluence expected
in BTL after 3000 fb−1, as reported in Table 1.3.

B.I.1.1 LYSO:Ce crystals

Radiation damage in crystals is commonly divided in two components: damage from ionizing
radiation, which can create localized defects in the crystal lattice, and damage from energetic
hadrons (protons and neutrons), which can create larger displacements in the crystal structure.
In both cases, the creation of color centers can occur, causing undesired absorption of the scin-
tillation light within the crystal. The LYSO:Ce crystals have been widely qualified to radiation
levels beyond the expect radiation doses and fluence expected in the BTL. For a large number
of tested crystal vendors a negligible loss of transparency was observed as discussed in Chap-
ter 2. Different wrapping materials have also been tested for radiation tolerance. While Tyvek
and Teflon show substantials structural degradation, the specular reflectors tested (e.g. Al-foils
and ESR) showed no substantial loss of reflectivity and maintained structural integrity.

Specific radiation tests have been made on the BTL crystal bars, namely irradiation to the in-
tegrated ionizing dose and to the integrated fluence of protons. The transparency and time
resolution of the samples have been measured before and after irradiation. The results are re-
ported in Fig. 2.11 and show no effect of radiation damage on the crystal timing performance.

Additional tests are planned on the crystals from eight vendors that responded to a preliminary
request for quote carried out during September and October 2018 and that are currently being
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Figure B.1: Left: Transparency of a 5.8 mm thick sample of NOA61 glue after different levels
of ionizing dose. Right: calculated induced absorption coefficient at 420 nm as a function of
integrated ionizing dose.

qualified. Both single bars and crystal matrices with wrapping will be irradiated to the a total
ionizing dose beyond that expected during HL-LHC. The light output and time resolution will
be measured before and after the irradiation. This test is planned for November 2019 at the
ENEA facility in Casaccia (Italy) using a Co-60 source. The test will also include irradiation to
different dose rates representative of the HL-LHC running conditions and will allow to further
refine the crystal specifications by December 2019.

B.I.1.2 Optical glue

Several glue candidates for BTL were tested. The pre-selection of glues capitalized the ex-
perience of the CMS collaboration for the construction of the ECAL calorimeter. The set of
glues tested included NOA-61, RTV-3145, Epotek, Polytec and BC-600. Several samples of each
glue were molded using a Teflon holder and transmission measurements were performed be-
fore and after irradiation. The irradiation was performed using a Cs-137 source at a rate of
2 Gy/min providing the full BTL expected dose in a few weeks.

Some of the glues (Epotek, Polytec and BC-600) showed substantial transparency loss while
the NOA-61 and the RTV-3145 showed a satisfactory radiation resistance. Given the induced
absorption coefficient, µind, for a ionizing dose of 40 kGy of about 25 m−1 and since the glue
layer in BTL will be thinner than 50 µm, the expected signal loss at the end of operation is
smaller than 1.3%.

Both glues have been used to couple pairs of SiPMs to a crystal bar and several thermal cycles
from −40 to +60 ◦C have been performed. Neither of the glues showed visible transparency
loss nor structural degradation (no cracks). The mechanical bond between crystal and SiPMs
was found to remain stable throughout the cycles. Additional studies using full arrays of crys-
tals will continue in 2019 to optimize the gluing procedure (thickness and uniformity of the
glue layer). While the RTV-3145 — the same glue used in the CMS ECAL — is considered a
valid option for BTL, further tests are still ongoing and the final choice will also be informed
by considerations on the module assembly procedure, such as the curing time of the glue, etc.
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Figure B.2: Transparency of silicone resins from different vendors before and after irradiation
to 50 kGy of ionizing dose from Co-60 source. The left sample has a thickness of 0.3 mm while
the right one is about 1.35 mm thick. The yellow line shows the peak of LYSO:Ce emission at
420 nm while the light blue curve is the full emission spectrum of LYSO:Ce.

B.I.1.3 SiPM protective resin

Several types of resins and materials are commercially used for the protection of the SiPM ac-
tive area. These include glass, epoxy and silicone. Samples from each of these options have
been tested under protons, neutrons and ionizing radiation to the integrated levels expected
for BTL. An irradiation with 24 GeV protons was performed at the CERN PS IRRAD facility, an
irradiation with neutrons at the JSI nuclear reactor in Ljubljana, and irradiations with gamma-
rays from Co-60 at both the C60 (CERN) and IONISOS (Dagneux) facilities. These studies
indicated that the transparency loss is mainly induced by the ionizing dose. Therefore, irradi-
ations with gamma-rays are a sufficiently adequate tool for the study of radiation tolerance in
these materials.

The results of the study showed a poor radiation tolerance of the glass samples, while the
silicone resins proved to be the most radiation tolerant solution with less than 2% transparency
loss at the 420 nm (wavelength of the LYSO:Ce emission peak) over 300 µm thickness. Some
of the epoxy based samples showed better radiation tolerance than others but they all featured
an overall poorer transparency in the UV than silicone resins. Both SiPM vendors which are
currently being considered for the BTL project can provide a radiation tolerant silicone resin
for the protection of the active area, as shown in Fig. B.2, and such solution is thus considered
the baseline.

B.I.1.4 SiPMs

Several specific tests of radiation hardness have been made on the SiPM technological choices
for BTL. With the radiation levels that will be experienced by the MTD, the increase of the SiPM
dark current induced by the ionizing radiation is negligible compared to the increase induced
by the 1 MeV neutron equivalent fluence, which is therefore used to evaluate the SiPM radiation
tolerance. The increase in the SiPM dark count rate is linear with the 1 MeV neutron equivalent
fluence, once the effect of loss of transparency in the protective resin is factored out. This effect
and its impact on the BTL operation conditions and timing performance are discussed in detail
in Section 2.2.2.
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The linearity of the dark count rate growth with the fluence has been demonstrated up to the
nominal radiation level expected in BTL after 3000 fb−1 of integrated luminosity including a
safety factor of 1.5. Table B.1 shows the values of current measured for SiPMs after 2× 1012 and
2× 1014 neq/cm2. According to the irradiation facility, the estimate of the integrated fluence has
an uncertainty of 20%, which is translated in the table with an uncertainty on the currents.

Table B.1: Values of dark current measured for 9 mm2 area SiPMs at +1 V OV and T= −30 ◦C.
The uncertainties on the currents reflects the uncertainty on the nominal fluence, as discussed
in the text.

SiPM technology I after φ ∼ 2× 1012 neq/cm2 I after φ ∼ 2× 1014 neq/cm2

HPK S12572-015 5.6± 1.1 µA 0.45± 0.09 mA
FBK NUV-HD-TE 10.0± 2.0 µA 1.14± 0.23 mA
HPK HDR2-015 16.8± 3.4 µA 1.75± 0.35 mA

Additional samples have been exposed to a total fluence of 4–5×1014 neq/cm2 for confirmation
of the linear behaviour of the radiation damage effects beyond the BTL expected fluence. Such
samples, requiring a longer radioactive cool down, will be available for measurements after
October 2019.

B.I.2 Time resolution of irradiated SiPMs

Given the negligible transparency losses on the optical components (crystal, glue, resin), the
global effect of radiation damage on the BTL sensors is largely dominated by the impact of
the increase in the dark current and dark count rate of the SiPMs. The way this additional
noise component affects the time resolution is well understood from measurements and from
a simulation model validated by the measurements.

A convenient way to estimate the impact of the DCR is by emulating a radiation induced dark
current in non-irradiated devices through the injection of light (randomly distributed in time),
as described in Section 2.1.2. Such test allowed us to parameterize the sensor performance
within a range of signal amplitudes and dark count rates. Additional measurements have been
made using a 42 ps FWHM laser pulse to produce a controlled number of photoelectrons in
the SiPM, while a LED — operated in continuous mode — was used to generate dark counts
up to 55 GHz as expected in BTL after the integrated fluence at 3000 fb−1. The results of such
measurements are reported in Fig. B.3, where the contribution of the DCR term to the time
resolution is parameterized as a function of DCR and of the signal amplitude (photoelectrons).
The results are consistent with the LED study presented in Section 2.1.2 and confirm the power-
law scaling of the DCR term.

Similarly, the time resolution of irradiated SiPMs (S12572-015C type) to laser pulses of different
amplitudes has been measured as a function of over-voltage. The set of SiPMs tested were irra-
diated to fluences of 1.0× 1012, 2.0× 1012 and 2.0× 1013 neq/cm2. By operating such SiPMs at
a temperature of 20 ◦C, the level of dark count rate achieved is equivalent to that of 2.5× 1013,
5.0× 1013 and 2.5× 1014 at the nominal BTL operating temperature of−30 ◦C. The correspond-
ing levels of dark currents are representative of the values expected for 500, 1000 and 5000 fb−1

integrated luminosities.

The time resolution obtained for a given laser signal as a function of DCR using the LED light
injection for noise emulation was found to be consistent with the results achieved on irradiated
SiPMs, as shown in Fig. B.4.
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Figure B.3: Contribution of the DCR term to time resolution, using the DLED waveform shap-
ing, for different intensities of laser pulse and different levels of LED-injected DCR.
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Figure B.4: Comparison of the DCR term contribution to time resolution in irradiated SiPMs
(dot points) compared with the prediction of the parameterized model from the emulated DCR
through LED light injection for two different values of the laser signal amplitude (41 and 158
photoelectrons).

B.I.3 Uncertainties on the BTL performance extrapolation

The prediction of the BTL performance evolution with radiation damage, discussed in Chap-
ter 2, is the result of the simulation of the ASIC performance for a detailed set of input pa-
rameters obtained from comprehensive laboratory and test beam measurements. Using this
model, we anticipate a time resolution of about 50–60 ps ps after an integrated luminosity of
3000 fb−1. An uncertainty of about 30% is ascribed to this estimate, including uncertainties on
the input parameters, on the radiation level predictions, as well as on the ASIC performance
from post-layout simulations. These uncertainties are discussed below together with options
that are being studied to further mitigate the impact of radiation damage in the SiPMs and
improve the overall performance of the BTL.

B.I.3.1 Radiation levels in CMS

The uncertainty on the radiation levels predicted is discussed in the Appendix A. Up to 50%
changes in the level of ionizing dose have negligible impact on the BTL performance since
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all the optical components have been qualified to this safety margin showing minimal loss of
transparency. An increase of 50% in the predicted 1 MeV neutron equivalent fluence corre-
sponds to a proportionally higher DCR, which translates into a 25% worse time resolution at
3000 fb−1 as shown in Fig. 2.3.

B.I.3.2 Uncertainties on the crystal and SiPM properties

The radiation tolerance of the SiPMs, i.e. the amount of DCR expected at a given over-voltage,
is affected by uncertainties on the available current measurements of irradiated SiPMs. An
overall uncertainty of 20% is ascribed to the uncertain knowledge on the amount of fluence to
which the SiPMs are exposed at the irradiation facilities and the effect of the spontaneous an-
nealing occurring during irradiation and during the transport of the samples to the laboratory
(always at −30 ◦C).

The amount of photoelectrons per unit of time, which depends mainly on the light yield and
decay time of the LYSO:Ce scintillation and on the PDE of the SiPMs, is used in the simulation
to model the signal shape and amplitude. The combination of these effects has a precision of
about 10% (8% and 6% respectively).

B.I.3.3 ASIC contribution

The limited impact of the DCR to the time resolution relies on the method used for cancellation
of the baseline fluctuations a discussed in Chapter 2. The implementation of this technique
in the ASIC is discussed in Section 2.3 and results of simulation of the ASIC performance are
shown. Nevertheless, an uncertainty on the simulated ASIC performance for DCR cancellation
at the level of 20% is estimated from the variation of the post-layout simulation of the ASIC.

B.I.3.4 Options for further DCR mitigation

To add safety margin to the BTL performance at the end of operation by reducing the amount
of DCR in the SiPM, two main options are under study.

Lower operating temperature The DCR has a strong dependence on the operating tempera-
ture, decreases by a factor 1.8 every 10 ◦C. The nominal temperature at which the BTL SiPMs
are expected to operate is assumed to be −30 ◦C. This estimate assumes a temperature of the
CO2 coolant at the BTL cooling loop inlet of −35 ◦C and a gradient from the coolant to the
sensors of 5 ◦C. This estimate assumes, conservatively, that the CO2 in the return line from the
BTL to the cooling plant (operated at −45 ◦C) is in liquid phase thus providing the maximum
static height effect and temperature drop from the cooling plant. For a negligible static height
effect the inlet temperature is estimated to be−41 ◦C. A direct test is planned by CMS technical
coordination to verify this temperature. In parallel, the ongoing optimization of the diameter
of the pipes in the BTL distribution may reduce frictional losses providing another 1–2 ◦C of
reduction of the inlet temperature. Finally, the ongoing optimization of the thermal coupling
between the SiPM package and the cooling plate could provide a reduction of the tempera-
ture gradient of another 1–2 ◦C. An operating temperature of −35 ◦C, which may be achieved,
would result in a DCR reduction of about 33%. This would entirely offset the uncertainty on
the performance extrapolation.

A more aggressive option would be to include small thermoelectric elements (Peltier) directly
attached to the SiPM package or in proximity of the cooling fin. The SiPM boards design is
compatible with the inclusion of thin Peltier elements under study, which can provide addi-
tional cooling power local to the SiPMs and enable stable operation of the SiPMs at −40 ◦C.
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According to preliminary studies, the additional power required by the thermoelectric cool-
ers during operation is offset by the reduction in power consumption of the SiPM due to the
decrease of the DCR. The Peltier elements are currently under evaluation for radiation toler-
ance and longevity. If sufficient maturity of these studies, with positive results, is achieved
before the date for the definition of the production ready module design, this option may be
integrated in the final detector.

Enhanced annealing of SiPM damage The defects created by radiation within in silicon anneal
spontaneously at a temperature dependent rate. The current annealing model for BTL assumes
a 10–20% annealing of the damage during operation at −30 ◦C and an additional annealing
of a factor 2.5 during the yearly shutdowns where the BTL temperature is raised to the room
temperature of about 20 ◦C. If the temperature of the SiPM can be raised to 50 ◦C for short
periods (few days), an additional annealing occurs, reducing the DCR by another factor 1.5
with respect to room temperature annealing.

The possibility to implement an annealing cycle at 50 ◦C during shutdowns is being investi-
gated. Robust heating foils located on the cooling fins close to the SiPM package can provide
the heat needed to warm-up the SiPMs. According to preliminary estimates, the additional
heat can be extracted by the CO2 cooling system with the temperature of the CO2 plant set at
15 ◦C, if about one sixth of the BTL (one readout unit per tray) is warmed up at 50 ◦C at a time,
while the rest of the BTL system is kept at 20 ◦C. Six cycles of several weeks, of more cycles of
one week for a lower fraction of the detector, would fit in a year end shutdown.

B.I.4 Plans for full module radiation tolerance tests

1. Irradiation of crystal matrices with wrapping (Nov 2019).
Irradiation of packaged crystal matrices from 8 vendors to the integrated BTL ionizing
dose will be performed at ENEA Casaccia as discussed earlier. Light output before and
after irradiation will be measured.

2. Test of induced background under gamma/neutron irradiation (Aug 2019-Jan 2020).
The radiation induced noise (photons background) in LYSO:Ce crystal bars will be mea-
sured under the expected levels of gamma dose rates and neutron flux expected at HL-
LHC to confirm prediction of simulation. The additional photon noise rate is expected to
be negligible with respect to the dark count rate.

3. Test beam with irradiated BTL sensors (Feb-Mar 2020).
Additional radiation tolerance tests on full BTL sensors are planned to further validate
the performance extrapolations. A test beam of BTL sensors instrumented with SiPMs
irradiated to a room temperature equivalent fluence of 2.5 × 1013, 5.0 × 1013 and 2.5×
1014 n.eq./cm2. The operating temperature of the SiPMs will be varied from 20 ◦C to
about −20 ◦C to scan the entire range of DCR expected throughout the BTL operation at
HL-LHC. The measurement will provide thus a direct measurement of the BTL perfor-
mance evolution with MIPs due to increase of dark count rate and as a function of the
operating temperature.

4. Test of irradiated SiPM arrays with TOFHIRv2 (Feb-June 2020).
Several tens of customized BTL SiPM arrays (16 SiPMs/array) from both vendors (HPK
and FBK) will be received in September 2019 and will be irradiated in October 2019 to dif-
ferent level of 1 MeV neutron equivalent fluences up to the one expected for BTL beyond
the end of operation. Low level characterization (e.g. current, gain, etc.) of the irradiated
SiPM arrays will be available around November 2019. For characterization of the timing
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performance of the SiPM arrays after irradiation it will be necessary to use the second
version of the TOFHIRv2 ASIC which includes the module for DCR cancellation. Such
measurement will thus be carried out starting from February 2020.

5. Test of full BTL module with irradiated SiPMs (Dec 2020 - Feb 2021).
During 2020 a full read-out unit prototype will be assembled and tested in laboratory.
A read-out unit instrumented with BTL modules (crystal matrices and SiPM arrays irra-
diated to different level of fluences) will be prepared by the end of 2020 for a test with
beam.

B.II BTL test beam campaign for sensor optimization
An extensive campaign of beam tests, as listed in Table B.2, has been carried out in 2017 and
2018 to define the optimal BTL sensor layout in terms of crystal and SiPM geometry, optical
coupling, and wrapping material.

Date Facility Results
2018, November FNAL MTEST Study of performance at different angles; layout choice
2018, September CERN SPS H4 Optimization and comparison of different BTL layouts
2018, June FNAL MTEST Test of different tile and bar geometries
2018, May CERN PS T10 First test of crystal bar layout
2017, December FNAL MTEST Comparison of various crystal and SiPM sizes
2017, September CERN SPS H6 Test of 16 ch. crystal matrix module with TOFPET2
2017, June CERN SPS H4 Test of different SiPM manufacturers (Ketek, FBK, HPK)
2017, May CERN PS T9 First test of BTL sensors with TOFPET2 ASIC

Table B.2: Test beam campaign in 2017 and 2018 devoted to BTL sensor optimization.

During the test beam campaigns the BTL sensors were read out using a combination of cus-
tomized electronics to form fast pulses appropriate for high resolution time stamping and DRS
digitizer boards (CAEN V1742) to acquire the signal waveforms. Two types of electronics were
used, which ultimately yielded comparable results. The first option employs the NINO chip to
provide a discriminated signal resulting from a highly amplified signal pulse on one line used
for precise time stamping and a less amplified raw pulse shape on a second line which is used
to derive amplitude-dependent corrections for the time stamp as described in Ref. [23]. The
second option similarly treats the SiPM signal by splitting it into two lines with different am-
plification factors and both analogue waveforms are read out without applying time discrim-
ination on the chip. On one line, the signal is amplified by an external amplifier (Hamamatsu
C5594) of gain 63, while the second line is either attenuated or kept without additional amplifi-
cation in order to keep the signal pulse below the saturation point of the DRS digitizer. Pictures
of typical BTL sensors characterized during the test-beam campaign are shown in Fig. B.5.

The test beam facilities maintain particle tracking detectors, either wire- or fiber-based ho-
doscopes or silicon-based telescopes. The data from the tracking detectors are synchronized
with the DRS digitizer data by integrated DAQ systems that maintain common trigger signals.
The tracking information provided by such detectors enables the characterization of the perfor-
mance of the BTL sensors as a function of the impact point and measurement of their response
uniformity. A Micro Channel Plate (MCP) with a large diameter of about 2.5 cm and time reso-
lution of 16 ps was placed behind the sensors under test and used as a reference time stamp, t0.
Its contribution to the time resolution values reported in the following is subtracted in quadra-
ture. The contribution to the measured time resolution from electronic noise and calibration of
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Figure B.5: Pictures of typical BTL sensors characterized during the test beam campaign: a
crystal bar with one SiPM at each end (left) and two crystal tiles with the respective SiPMs
glued to the rear face (right).

the digitizer has been measured to be below 10 ps and it is not subtracted from the following
results.

A summary of the test beam results showing the performance of the reference BTL sensors was
reported in Section 2.1.1. Additional results on studies performed on different sensor layouts
and crystal geometries, as part of the R&D program that led to the sensor optimization, are
reported in the following.

B.II.1 Alternative BTL sensor layouts tested

Two main crystal geometries have been evaluated during the BTL sensor R&D leading to the
choice of elongated crystal bars as the optimal sensor for the reasons discussed in Section 2.1.1
of this TDR. The alternative BTL sensor layout considered consists of a crystal tile with surface
of about 8× 8 mm2 and variable thicknesses (3.75, 3.0, 2.4 mm). A single SiPM of 3× 3 mm2

coupled to the center of the rear face of the crystal tile is used for reading out the scintillation
light. A relevant drawback of such layout is a non-uniformity of the sensor time response across
the crystal surface from the propagation time of the optical photons when the MIP impacts far
away from the SiPM. This effect has been measured in the beam and is shown in Fig. B.6. The
top panel shows a map of the time response variation as a function of the impact point of the
track on the crystal syrface, as measured by the beam hodoscopes; the bottom panels show the
time response variation as a function of the x (left) and y coordinate (right), with an average on
the other coordinate. This non-uniformity effect can be corrected using information provided
by the CMS Tracker, but requires a precision of the order of 1 mm. The precision of the Tracker
in the φ direction is expected to meet the 1 mm resolution requirement, however the precision
of in the z direction meets the requirement only for charged particles with pT larger than about
2 GeV. For charged particles with pT below 2 GeV, of which there are many from pileup, the
non-uniformity would add in quadrature an additional contribution to the time resolution of
about 25 ps.

The results on the time resolution achieved on 3 and 4 mm thick tiles at normal incidence
are reported in Fig. B.7. The same BTL SiPMs of the type S12572 from Hamamatsu were
used so that results are directly comparable with those presented in Section 2.1.1. An aver-
age time resolution of about 42 ps is measured for a 4 mm thick tile and about 49 ps for a 3 mm
thick tile after position correction is applied. The difference in resolution between two differ-
ent thicknesses scales as expected with the inverse of the square root of the energy deposit
(
√

4 mm/3 mm ∼ 49 ps/42 ps). This has been confirmed with a dedicated test comparing
different crystal thicknesses of 2, 3 and 4 mm for the same crystal cross section and SiPM area
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Figure B.6: Non-uniformity of time response as a function of MIP impact parameter relative to
the center of the SiPM from the propagation delay of light in the tile, for an 8×8 m2 by 4 mm
thick tile. The top panel shows a map of the time response variation as a function of the impact
point of the track on the crystal syrface; the bottom panels show the time response variation
as a function of the x (left) and the y coordinate (right). The black histograms show the effect
when the impact point is everywhere on the crystal surface in the other view, while the colored
histograms show the effect for an impact point trhough the central region in the other view,
indicated by dashed lines in the top panel.

and is shown in Fig. B.8. Similarly, the 1/
√

PDE behavior of the time resolution with the SiPM
PDE has been demonstrated as summarized in Fig. B.8.

The light output from a “tile-type” sensor layout depends on the fraction of crystal surface
covered by the SiPM. The larger the SiPM the better light collection efficiency until the SiPM
area entirely matches the crystal surface: i.e. a ratio of SiPM area over crystal area equal to 1. It
can be noted that the TP layout used 4× 4 mm2 SiPMs on a 11.5× 11.5 mm2 crystal tile. In that
case, the same amount of light was extracted as for the 3× 3 mm2 SiPMs on a 8× 8 mm2 crystal
tile. Several crystal and SiPM geometries have been studied throughout an extensive test beam
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Figure B.7: Amplitude walk-corrected time resolution for the tile sensor, averaged within each
(x, y) bin of size 1×1 mm2, as a function of the MIP impact position.

Figure B.8: Time resolution of BTL sensors as a function of crystal thickness (left) and as a
function of SiPM bias (right). The black dotted curve superimposed to the measurement (green)
shows the expected resolution behavior following the SiPM PDE increase with over-voltage
and confirms the scaling of time resolution as 1/

√
PDE.
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Figure B.9: Time resolution of tile sensors as a function of the aspect ratio, i.e. the ratio of the
SiPM sensitive area to the surface area of the tile. The results obtained using the NINO board
electronics and an alternate FNAL/Caltech readout electronics show consistent behavior.

campaign allowing us to parameterize the time resolution of tile sensors as a function of their
aspect ratio. A summary of the results is shown in Fig. B.9.
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B.II.2 Comparison of BTL sensor layouts

The time resolution for the 3 mm thick tile, which is about 43 ps, can be compared with the
resolution for a crystal bar of the same thickness read out by a single SiPM at one end. The two
values are similar, confirming laboratory measurements showing that the light output (and
thus the light collection efficiency) from the tile is about the same as that observed from one
end of the bar. It follows that the use of two SiPMs, one for each end, for the crystal readout
in the bar layout improves the overall time resolution by a

√
2 for all sources of time jitter that

are uncorrelated at the two SiPMs, mainly the photostatistics and DCR terms. Based on these
results the performance of the tile and bar sensors has been estimated throughout BTL lifetime
and has been compared with the initial detector layout proposed in the Technical Proposal (TP)
[8]. The comparison is shown in Fig. B.10 and clearly demonstrates the importance of a reduced
SiPM area, as well as the advantage of the redundancy in timing measurement per crystal to
improve the overall resolution.

Figure B.10: Expected time resolution as a function of integrated luminosity for the TP refer-
ence design (orange); the TDR bar design from single-ended and tile design (light blue); the
TDR reference design with crystal bars combining double-ended readout (blue); and the TDR
reference design assuming all damage recoverable at room temperature (RT) is annealed. The
bands show the expected performance for different sets of SiPM parameters.
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C.I Beam tests
In order to validate the overall design of the ETL, a set of beam test campaigns were carried
out during 2017 and 2018, in which prototype LGAD sensors were exposed to proton beams
at Fermilab Test Beam Facility (FTBF). Studies were performed using sensors irradiated up to
the expected end-of-life neutron fluences, with prototype sensors from HPK, FBK, and CNM.
The readout of these sensors was performed using dedicated readout boards, with discrete
amplifiers, designed specifically for tests of fast LGAD signals. The measurements of arrival
time were extracted from signal waveforms by analysing the signals acquired by a fast digitizer
or an oscilloscope.

The experimental setup used in these campaigns is described in Section C.I.1; readout electron-
ics used in the measurements are described in Section C.I.2.

C.I.1 Experimental Setup

Test beam measurements were performed at the Fermilab test-beam facility (FTBF) which pro-
vides a 120 GeV proton beam from the Fermilab Main Injector accelerator. The devices under
test (DUTs) are mounted on a remotely operated motorized stage placed inside a cold box.
Tracking of charged particles is provided by the precision telescope detector [133] composed
of 7 planes of silicon strip detectors. This provides better than 10 µm position resolution for
charged particles impinging on the DUT. A Photek 240 micro-channel plate (MCP-PMT) de-
tector was placed furthest downstream, and provided a very precise reference timestamp. Its
precision has been previously measured to be better than 7 ps [134]. A photograph of the ex-
perimental area is shown in Fig. C.1.

Two DAQ systems have been used to record signal waveforms. In the first system, signals from
the DUTs and the Photek MCP-PMT are recorded using a CAEN V1742 digitizer board [135],
which provides digitized waveforms sampled at 5 GS/s with a 12-bit ADC, and with one ADC
count corresponding to 0.25 mV. In the second system, the signals are digitized with a Tektronix
DPO7254 oscilloscope, which provides signals sampled at up to 40 GS/s, with an analog band-
witdh of 2.5 GHz. The DAQ for the pixel telescope is based on the CAPTAN system developed
at Fermilab [133]. The track-reconstruction is performed using the Monicelli software package
developed specifically for the test beam application [133]. The advantage of the DRS-based sys-
tem is its high channel count, which allows one to simultaneously record signals from up to 32
channels, while the Tektronix scope achieves a much higher analog bandwidth and sampling
rate. Both DAQ systems have been used, depending on the scope of the studies. Precision
measurements of the time resolution are typically obtained using the data recorded with the

273
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oscilloscope, while for studies of sensor uniformity the DRS-based DAQ is used.

The DUTs were placed inside the cold box, and mounted on aluminum plates. Cooling loops
are routed inside aluminum plates, providing cooling down to −25 ◦C. Up to 5 DUTs can be
placed inside the mounting frame, and the frame is attached to a remotely operable moving
stage, allowing one to move the DUTs both vertically and horizontally, in order to align the
DUTs with the beam.

The beam is resonantly extracted in a slow spill for each Main Injector cycle delivering a single
4.2 s long spill per minute. The primary beam (bunched at 53 MHz) consists of 120 GeV protons.
All measurements presented in this TDR were taken with the primary beam protons, with
50 000 protons per spill. The trigger to both the CAEN V1742 and to the pixel telescope was
provided by a scintillator mounted on a photomultiplier tube, placed upstream of the DUTs in
the beam line.

C.I.2 Readout Electronics

Three readout electronics boards were used in various measurements performed at the FTBF
campaigns, each with different characteristics. They were independently developed at Fermi
National Accelerator Laboratory (FNAL), at the University of Kansas (KU), and at the Univer-
sity of California Santa Cruz (UCSC).

The 4-channel Fermilab LGAD test board is designed to test sensors up to 8.5 mm by 8.5 mm at
voltages up to 1 kV. Four wire-bonding pads allow for signal readout via amplifiers based on
Mini-Circuits GALI-66+. The amplifiers feature transformers with 1:2 input impedance match-
ing, two stages of amplification and a 500 MHz low-pass filter. In this full configuration, the
amplifiers feature 12.5 Ω input impedance, 5 kΩ transimpedance, 500 MHz bandwidth and
1 mV rms output noise. If needed it is possible to short circuit the input transformer and/or the
low-pass filter, which would result in an input impedance of 50 Ω, transimpedance of 10 kΩ,
and bandwidth of 2 GHz. A larger version of this board capable of reading out up to 16 chan-
nels has also been designed and used in test beams, and some results are shown in Section 3.2.
A version of this board used in the Dec 2018 test beam campaign with a 2× 8 pad FBK sensor
is shown in Fig. C.2.

The 2-channel KU board, designed and produced by the University of Kansas, can accom-
modate many types of sensors including diamond, silicon, LGAD or avalanche photodiodes
(APD). The sensor is hosted on the board itself and the electronics was optimized for precise
timing measurements. In particular, the amplifier, made with discrete components, has an
input impedance of 700 Ω, an output noise of 4 mV and a gain in transresistance of about

Figure C.1: Photograph of the experimental area, showing the tracking telescope and the cold
box.
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Figure C.2: A photograph of the 16-channel LGAD readout board, with a 2x8 pad FBK sensor
mounted.

50 mV/µA with a 3 dB bandwidth of 100 MHz. Those values were simulated for an input ca-
pacitance of 20 pF, which corresponds roughly to an LGAD of 9 mm2. The power consumption
of the board is about 130 mW per channel.

The UCSC 1-channel board is described in detail in Ref. [66]. This board uses discrete com-
ponents and contains several features which provide a wide bandwidth (∼ 2 GHz) and a low
noise even in noisy environments. The inverting amplifier uses a high-speed SiGe transistor
which has a transimpedance of about 470 Ω. A commercial inverting amplifier with a gain
of 10 is used to boost the signal. The 4-channel UCSC board has two stages: the first one is
identical to the UCSC single channel board, and is followed by an inverting stage. The total
transimpedance is 10.7 kΩ.

C.II Waveform Sampling Implementation Details
Figure C.3 depicts the proposed 12-bit pipeline SAR structure. The pipeline SAR consists of two
moderate-resolution SAR ADCs operating in pipeline, with the first stage producing the first
6 most significant bits and the second producing the 7 least significant bits with redundancy
for inherent error correction [100]. The two-staged pipeline SAR structure enables us to nearly
double the speed compared to a single stage SAR. Resolving multiple bits in the first stage
also relaxes the capacitive DAC (CDAC) matching requirement of the second stage. A residue
amplifier between the two stages amplifies the residue from the first stage before feeding it
to the second stage. With the gain from the residue amplifier, the stringent noise constraint
on the second-stage comparator is relaxed for high-resolution applications, in contrast with a
conventional SAR that requires the comparator to be extremely low noise for at least a few least
significant bits. Finally, the comparator results are saved in the output register and a data re-
timing block synchronizes the digital data from the first stage and the second stage. As shown
in Fig. C.3, the 13-bit raw data is converted into 12-bit output by a 13b-to-12b mapping block.

Asynchronous SARs will be adopted for the two stages of the ADC. The start of the comparison
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Figure C.3: Block diagram of the proposed pipeline SAR ADC.

of each bit is directly triggered by the detection of the completion of the comparison of the
previous bit. This design choice not only increases the conversion speed, but also removes the
need for a high-speed internal clock, thus reducing the power consumption.

Multiple comparators will be employed to further increase the conversion speed in a loop-
unrolled fashion. The offset between different comparators will be calibrated in the background
to track process-voltage-temperature (PVT) variations. A background comparator calibration
method which does not compromise the SAR conversion speed has been developed and val-
idated. The offsets between different comparators in the first stage are tolerated by the stage
redundancy. The comparator offsets in the second stage are calibrated using a reference com-
parator as shown in Fig. C.3 (denoted as REF COMP and OS CAL block). The advantage of
offset calibration using a reference comparator is that this scheme does not compromise the
conversion speed of the ADC, compared to an SAR ADC design where a dedicated calibration
cycle is required.

Figure C.4 illustrates the timing diagram. The ADC conversion starts with the sampling phase
of the first stage SAR, which makes 6-bit conversions sequentially. Upon completion of the first
SAR stage, it triggers the clock of the residue amplifier, which amplifies the residue voltage
and sends it to the second stage SAR for further processing. After the residue amplification,
the first stage SAR resets its DAC and begins to sample the next input voltage while the second
stage SAR resolves the rest of the bits. Since there are 13 conversions for the 12-bit ADCs,
the extra bit is used to implement redundancy, so that any potential decision errors caused by
the comparator noise and offsets in the first stage SAR can be tolerated. The offsets between
different comparators in the second stage are calibrated using a reference comparator, which is
activated at the same time as each of the comparators in the second stage in specific cycles as
shown in the clock waveforms in Fig. C.4. This offset calibration operates in the background,
so that it does not affect the timing margin of each SAR stage.

A 380 MS/s 12-bit ADC (10-bit ENOB), a critical building block for the waveform sampler, has
been developed in the 65 nm CMOS process as shown in Fig. C.5. The ADC chip performance
has been measured. Because of a routing error in the connection to one of the pads, only the
first 6-bit stage of the pipelined SAR ADC could be characterized. Figure C.6 (left) summa-
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Figure C.4: Timing diagram of the proposed pipeline SAR ADC.

Figure C.5: The ADC chip, test board, and test setup.

Figure C.6: (Left) The measured SNDR vs. input frequency. (Right) The layout of the revised
ADC IC.

rizes the measured SNDR (Signal-to-Noise plus Distortion Ratio) vs. input frequency, while
the sampling frequency is 400 MHz. These measurement results agree well with the simula-
tion. A revised version of the ADC chip, shown in Fig. C.6 (right), has been completed and is
currently in fabrication. A single-channel ADC only occupies an area of 300× 50 µm2.

To achieve a sampling rate above 2 GS/s, multiple single-channel ADCs will be interleaved to-
gether in a serially-sampling and parallel-processing manner. To achieve both a high resolution
and a high sampling rate, a two-stage sample-and-hold (S/H) structure is proposed as depicted
in Fig. C.7. The input signal from the sensor/preamplifier will be sampled by two 1.28 GHz
differential clock signals, achieving an equivalent aggregate sampling rate of 2.56 GS/s. The
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Figure C.7: The proposed time-interleaved structure for the waveform sampler.

sampled data from each of the first stage S/H is then held and fed to the following second
stage, which consists of four 320 MS/s ADCs controlled by a 320 MHz clock with 90◦ phase
shift. The advantage of using the proposed two-stage structure is that the input to the second
stage is a DC signal, alleviating the requirements on the linearity of the second stage while
allowing the first stage to achieve a high sampling rate. The choice of a 320 MHz clock for the
second stage is based on the frequency of the clock distribution (320 MHz), but can be easily
generated locally if a 40 MHz clock is distributed as a global clock instead. The estimated total
area of the interleaved ADC is 0.5× 0.5 mm2.



Appendix D

Additional performance studies

D.I Impact of MTD material budget on the ECAL performance
In this appendix, a discussion of the impact of the MTD material budget on the energy re-
construction and resolution of electromagnetic showers in the CMS ECAL barrel is reported,
extending the study already performed in [8].

The details of the description of the MTD geometry as implemented for the GEANT simulation
were already reported in Section 5.2. The total amount of material, estimated both in terms of
radiation and interaction length is presented in Fig. D.1. The material is reported as a func-
tion of the pseudorapidity, both for the BTL (|η| < 1.5) and the ETL (|η| > 1.5); contributions
from sensitive material, support/cooling and electronics/services are shown separately. As
expected the largest contributions come from the BTL LYSO crystals (up to about 0.4 X0), ac-
counting for about 90% of the total contribution in terms of radiation length in the barrel. The
ETL adds just a small contribution in front of the endcap calorimeter, smaller than 0.2 X0 and
mostly due to the support aluminum plates.
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Figure D.1: MTD material budget as implemented in the GEANT simulation of the MTD as a
function of the pseudo-rapidity. (left) Material budget in terms of radiation length X0, (right)
interaction length λI .

For the study of the impact of the BTL material budget on the ECAL barrel, a simplified de-
scription of the BTL is used consisting of 4 mm thick LYSO:Ce tiles placed at the BTL radius
(0.35 X0 at η = 0 and about 0.8 X0 at η = 1.5). This approximation overestimates the total
amount of material in the high |η| region in the barrel, as the crystal slant thickness is levelled
in the BTL to about 4mm and as shown in Fig. D.1 the contribution from dead material in BTL
adds about 10% to the total BTL material budget.

The impact of the barrel timing layer on the ECAL energy resolution and shower shapes has
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been studied for both photons and electrons using events from H → γγ and Z → e+e− samples
respectively. As it was already shown in Ref. [8], the energy resolution using the raw ECAL
raw energy sum of crystals show no noticeable effects for photons and a modest increase (up
to 1.3% in quadrature) for electrons at |η| > 0.9. Also no impact was observed on the shower
shapes relevant for electron and photon identification. To further detail the impact of MTD
on ECAL, photons which starts showering in BTL were compared to photons reaching ECAL
unconverted as shown in Fig. D.2. Both in terms of resolution of the reconstructed photon
energy and shower shapes, the distributions are very similar and no degradation of the energy
resolution or significant differences in the shower shapes are observed (as an example R9, the
ratio between the energy contained in a 3×3 matrix around the most energetic crystal and the
full ECAL cluster, is reported). Fig. D.2 shows also for comparison the distribution for photons
which start converting in the tracker volume before reaching MTD.
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Figure D.2: Comparison of the energy resolutions and shower shapes for different categories
of photons from H → γγ decay in the ECAL barrel acceptance. Photons are separated into:
unconverted photons (blue), conversion starting in the MTD volume (red) and conversion be-
fore MTD in the tracker volume (black). The effective σ (shortest interval containing the 68%
of the distribution) is reported for the reconstructed cluster energy resolution (left). The right
plot shows the comparison of one of the most important shower shape variable used in the
classification and identification of the photon showers, R9, the ratio between the energy in a
3×3 matrix of ECAL crystals around the most energetic one and the full ECAL cluster energy.

D.II Alignment, time synchronization, and monitoring
The essential steps in the time reconstruction are the measurement of the time at which a track
or a neutral deposit crosses an MTD sensor (Section 5.2.4), the association of the time mea-
surement with a track, and the estimate of the time at the vertex, after making a time-of-flight
correction (Section 5.3.1). A consistent reconstruction of the track time at the vertex requires
that the different MTD sensors be synchronized with a precision of a few picoseconds and that
the MTD be spatially aligned to the Tracker. Tracks extrapolated to the MTD will enable the
alignment to the Tracker and the time synchronization across the MTD with sufficient precision,
as we describe below.

In addition, specific calibration constants associated with the time walk correction, and, for
BTL, the time propagation inside the sensors are needed. These constants can be derived from
data in a way identical to what was discussed for test beam data in Section 2.1.1.1.
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D.III Spatial alignment
For the purpose of associating a track to a hit in the timing detector, the spatial alignment is
not critical. The average hit density is below one track per 10 cm2, while the resolution of the
track extrapolated to the MTD is of the order of 1 mm or better depending on the pT. For the
purpose of the time-of-flight correction, the precision is dominated by the tracking precision
(Section 5.3.1). Hence, also in this case, the requirement on the MTD alignment is not stringent.
The spatial alignment will be based on the match between tracks extrapolated to the MTD and
the hits in the MTD, similarly to the alignment technique adopted in the Tracker. By combining
the information from many tracks, the precision of this method is much better than the spatial
resolution of the MTD sensors and is not a limiting factor. This procedure can be repeated
frequently, to monitor systematic movements relative to the Tracker.

D.IV Time synchronisation
To exploit timing in the reconstruction of the charged tracks, the different MTD channels will
have to be synchronised to a precision of a few picoseconds. A precision of the same order will
be needed in the relative synchronization of the MTD and the calorimeters to exploit timing in
track-to-neutral matching. The absolute time calibration (or phase shifts relative to the beam
clock) is not a particular concern, as all the event reconstruction relies on the relative time
between tracks within the same collision event.

The time offsets of the MTD channels can be inter-calibrated using all the tracks collected by the
CMS high level trigger. The distribution of the reconstructed time at the vertex — i.e. after TOF
correction — of these tracks has an rms spread of approximately 200 ps, primarily determined
by the time spread of the luminous region, since the additional spread from the sensor reso-
lution is marginal compared to the beam spot time spread. The mean time of this distribution
over many events provides the reference calibration points. To illustrate the method, we show
results from a full simulation study for the BTL. Similar conclusions, appropriately scaled for
the occupancy and channel count, apply to the ETL as well.

Examples of distributions of the reconstructed time at the vertex are shown in Fig. D.3 (left)
for crystals at |η| < 0.65, 0.65 < |η| < 1.13 and 1.13 < |η| < 1.48, corresponding to the first,
second, and last pair of readout units along a BTL tray. For tracks crossing multiple crystals, the
time measurement from the crystal with the largest energy deposit is used. The distributions
are normalized to the same luminosity. The variation in the number of tracks per crystal with
η stems from the non-projective geometry of the BTL. The TOF correction assumes the pion
mass hypothesis for all tracks. The right-hand tail in the distributions is due to slow particles,
such as kaons and protons of low pT, or to tracks associated with a wrong vertex, resulting
in a wrong TOF correction. A large fraction of these tails can be filtered with a tighter pT
selection. However, for the purpose of time calibration and prompt monitoring of time drifts,
these effects do not need to be corrected. As illustrated in Fig. D.3 (right), the median of the
distribution provides a reference calibration point with an uncertainty of about 9 ps for 1000
tracks and of less than 3 ps for 10 000 tracks, where the uncertainty is the spread between the
injected time offset and the estimated time offset from the truncated mean of the distribution.

At an allocation of 1 kHz of the high-level trigger rate and an average occupancy of 5% for 200
pileup events (BTL), the required 1000 or 10 000 tracks will be collected in around 20 or 200 s
in each channel, thereby providing the possibility of frequent and granular calibrations. These
calibration constants can be made available for the prompt reconstruction of the events, which
in the current CMS operation starts within 24 hours of the data-taking.
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Figure D.3: Left: Distribution of the reconstructed time at the vertex for all the tracks with a
time measurement in a representative BTL crystal at |η| less than 0.65 (green), between 0.65 and
1.13 (red), and greater than 1.13 (blue); the time-of-flight correction assumes the pion hypothe-
sis; a time offset was added in the simulation for testing purposes. The three distributions are
normalized to the same luminosity. Right: Calibration uncertainty as a function of the number
of tracks, using the truncated mean at 90% of the distribution in the left panel as the estimator
of the time offset.

In the readout scheme of the MTD, a common clock is distributed to the individual channels
belonging to the same read-out unit in the BTL or the same service hybrid in the ETL. The
RU granularity in the BTL corresponds to 768 channels (384 crystals) and the time stability of
the clock distribution can be monitored with a precision of about 2 ps every second (for an
occupancy of 5%).

In conclusion, while refined constants may be derived with more stringent selections, the
method described here demonstrates that the synchronization of the relative time response
across the detector will not be a limiting factor in the MTD operation.
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Level-1 MTD performance study

E.I Research on use of MTD in Level-1 trigger
The performance improvements to the L1 Trigger have been evaluated in three studies: 1)
isolation improvement in muons and electrons; 2) primary vertex finding; 3) missing transverse
energy resolution. A further study, on long-lived particles, is in progress.

In the study of electron and muons isolation, the nominal charged isolation sums the trans-
verse momentum of the tracks around the central object within a cone of 0.4 in ∆R and 0.7 cm
in ∆z and computes the isolation relative to the transverse momentum of the central object:

∑i pTi/pobj
T . Timing information is included by augmenting the requirements such that only

tracks within a three-sigma time-window relative to various timing resolutions are included in
the sum. The expected performance for muons and electrons are shown in Table E.1. Results
indicate that the inclusion of the MTD may provide a reduction in the L1 trigger rate of electron
and muon candidates, even for modest time resolutions of order 100 ps.

In addition to this, studies were performed evaluating the L1 missing transverse momentum,
pmiss

T , resolution based only on the Tracker information. In Fig. E.1 it is seen that with the addi-
tion of 50 ps timing resolution the pmiss

T resolution improves by approximately 20% compared
to Tracker-only resolution, and with 100 ps the resolution improves by 12%.

The improvements to the L1 vertex finding algorithm have also been evaluated. In the Phase-2
L1 Trigger architecture, primary vertex finding proceeds separately and in parallel to the corre-
lation of charged and neutral particles in the L1 Correlator. Timing information can be used as
an additional input to the primary vertex finding algorithm in order to remove tracks that are
due to vertices that are spatially close by but not matched in time. The DBScan L1 vertex find-
ing algorithm has been run without and with a requirement that every input track is matched
in time to the highest pT track with a timing resolution of 30, 50 or 100 ps. The primary vertex
finding efficiency and average number of vertices found per event for 200 pileup collisions is
shown in Fig. E.2. When including timing with a 100 ps resolution a 40% reduction in the num-
ber of vertices per event was found for an efficiency gain of approximately 0.5% with respect

Table E.1: Rate of the L1 electron and muon candidates for different hypotheses on the time
resolution.

Efficiency Rate (kHz)
Object Threshold/Working Point No MTD σT = 30 ps σT = 50 ps σT = 100 ps
Electrons 27 GeV/ 90% 24 18 19 22

27 GeV/ 95% 27 20 21 24
Muons 18 GeV/ 90% 22 16 18 20

18 GeV/ 95% 27 21 22 25
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Figure E.1: Missing transverse momentum resolution with no timing, and 50 or 100 ps timing
resolution, in simulated events with an Higgs boson decay to invisible particles.

Figure E.2: Number of primary vertices per event and primary vertex finding efficiency with-
out timing and including timing with 50, 100 or 150 ps resolution in HH → bbbb events.

to the vertex finding efficiency without timing.



Glossary of Special Terms and Acronyms

2PACL: 2-Phase Accumulator Controlled Loop, the CO2 cooling system

ALDO: Adjustable Low-dropout linear regulator

ALICE: A Large Ion Collider Experiment, the dedicated Heavy Ion Experiment at CERN

ALTIROC: The read out chip for the ATLAS high granularity timing detector, similar to the
CMS ETL

APD: Avalanche Photo Diode

ASIC: Application Specific Integrated Circuit

ATCA: Advanced Telecommunications Computing Architecture

BCID: Bunch Crossing Identifier

BCP: Barrel Calorimeter Processor, an FPGA board in the back-end electronics for the Barrel
Calorimeter

BE: Back-end (electronics)

bPOL: A family of radiation-tolerant DC-DC buck converters designed to deliver power to
HL-LHC tracking systems.

BSM: Beyond the Standard Model

BTL: Barrel Timing Layer

BX: Bunch crossing (e.g. of LHC beams)

BC0: Bunch crossing number zero

BCID: Bunch crossing Identification number

CBS: Cost Breakdown Structure

CC: Concentrator Card (BTL front end electronics)

CCL: Column Control Logic (of ETL ASIC)

CDATA: Shared Vertical Readout of the ETROC ASIC

CE: Endcap Calorimeter for CMS HL-LHC upgrade (sometimes referred as High Granularity
Endcap Calorimeter)

CFD: Constant Fraction Discriminator

CORE Cost: The M&S costs related to a project in CERN accounting, for use by LHCC Cost
Review committee

COTS: Commercial off-the-shelf (electronics item)
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DAC: Digital to Analog converter

DAQ: Data Acquisition System

DAQ800: An ATCA board that provides additional bandwidth the the data acquisition system

DC/DC: DC to DC power converter

DCR: Dark Count Rate, mainly applicable here to SiPMs

DCS: Detector Control System (sometimes referred to as “slow controls” system)

D2S: Data to Surface, the hardware and software that moves data from the Underground Ser-
vice Cavern at P5 to the Surface

DDMTD: Digital Dual-Mixer time Difference

DFF: D type clocked Flip-flop

DLED: Differential Leading Edge Discrimination

DLL: Delay-locked loop

DNL: Differential non-linearity (electronic signals)

DPG: Detector Performance Group

DRC: Design Rule Checking (ASIC development terminology)

DRS: A digitizer based on a Switched Capacitor Array DRS4 chip (Domino Ring Sampler)

DSS: Detector Safety System (this system is for equipment protection and safe operation)

DTH: Data Trigger Hub (part of the ATCA back-end electronics common to ETL and BTL)

DUT: Device under test

ECAF: Endcap Calorimeter Assembly Facility

EDMS: Engineering Drawing Management System - a system used at CERN to manage techni-
cal and project documents

EDR: Engineering Design Review (CERN Project Management)

E-link: Data link used by GBT to transfer data to end-points

ELM: Embedded Linux Mezzanine Board to go with ZYNQ SoC

ELT: Enclosed Layout Transistors, a method of making radiation tolerant transistors

ENF: Excess noise factor

ENOB: Equivalent Number of Bits

EOF: End of frame (ETL data record)

ERC: Electrical Rule Checking (associated with Design Rule Checking)

ESR: Enhanced Specular Reflector, also called Vikuiti, produced by 3M

ETL: End Cap Timing Layer

ETROC: Readout ASIC for ETL

EN-CV: CERN Engineering Group in charge of Cooling plants and similar facilities
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EP-DT: Cern Experimental Physics Department Detector Technologies Group

FBK: Fondazione Bruno Kessler

FE: Front End (electronics)

FEAST: A family of DC-DC converters developed at CERN for use in high energy physics
experiments

Firefly Transceivers: A high speed optical data connection system for high speed optical data
trnasmission

FPGA: Field Programmable Gate Array

FTBF: Fermilab Test Beam Facility

GBT: Gigabit Transceiver, a family of radiation hard ASICs to support high speed data trans-
mission over optical links

GBT-SCA: A member of the GBT Chipset designed to interface Slow Control (SC) data for
transmission by the GBT system

HCAL: The current CMS Hadron Calorimeter, which employs SiPMs

HF: CMS Forward Hadron Calorimeter

HGC/HGCAL: High Granularity Calorimeter, also referred to as Endcap Calorimeter

HL-LHC : High Luminosity LHC

HLT: High-Level Trigger (second stage of CMS trigger, based on large clusters of microproces-
sors)

HPK: Hamamatsu Photonics K.

HV: High Voltage

IB: Institution Board

INL: Integrated Non-Linearity

Interposer: electrical interface routing between one socket or connection to another.

IPMC: Intelligent Platform Management Controller

IT: Inner Tracker for CMS HL-LHC Upgrade

JTE: Junction Termination Extension (A doping technique used to avoid breakdown in LGADs)

LCE: Light Collection Efficiency

LE: Leading Edge (timing technique based on leading edge discrimination and pulse height
correction of time walk)

LED: Light Emitting Diode

LGAD : Low Gain Avalanche Detector

LHCC: LHC Committee. CERN’s main review committee for the LHC program.

LLP: Long-lived particle, a particle that can travel an observable distance from its production
point to when it decays
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lpGBT: low-power Giga-Bit Transceiver

LUT: Look up table

LV: Low voltage

LVS: Layout Vs Schematic (associated with DRC)

LYSO:Ce: Cerium-doped Lutetium-Yttrium Oxyorthosilicate, a scintillator crystal.

MCP: MicroChannel Plate

MicroTCA: Micro-Telecommunications Architecture, a small form factor version of an open
standard embedded computing specification

MIP: Minimum Ionizing Particle

MoU: Memorandum of Understanding

MPV: Most Probable Value

MTD: MIP Timing Detector

NIEL: Non-Ionizing Energy Loss

NINO: An ultrafast front-end preamplifier-discriminator chip called NINO developed for use
in the ALICE time-of-flight detector

NUV-HD: Near UV High Density, referring to the SiPM technology

OT: Outer Tracker for CMS HL-LHC Upgrade

PBCL: Pixel Buffer Control Logic

PCB: Printed Circuit Board

PCC: Power Converter Card (BTL)

PCDM Board: Precision Clock Distribution and Monitoring Board

PDE: Photon Detection Efficiency

PET: Positron Emission Tomography

PID: Particle Identification (Specifically here charge hadron, i.e. pion, kaon, and proton, iden-
tification)

PLL: Phase Locked loop

PLC: Programmable Logic Controller

PM: Project Manager

Point 5 (P5): locations of CMA, the fifth of the eight regions or points where the LHC cross and
where four of them collide

PON: Passive Optical Network (data and control information transfer)

PP0: Patch Panel 0 ( Connection point close to the CMS active detector elements )

PP1: Patch Panel 1 (patch panel a few meters from the CMS active detector elements)

PU: Pileup
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PUPPI: Pileup per Particle Interaction. An approach and code for pileup mitigation at the LHC.

PVT: A testing procedure for ASICs exploring the phase space of Process, Voltage, and Tem-
perature variations

QA: Quality Assurance

QAC: Charge-to-Amplitude Converter

QC: Quality Control

QDC: Charge-to-digital converter

RCL: Row Control Logic

RINCE: Radiation-Induced Narrow-Channel Effect (MOSFET rules for reducing impact of ra-
diation on ASICs)

RISCE: Radiation-Induced Short-Channel Effect (MOSFET rules for reducing impact of radia-
tion on ASICs)

ROC: Read Out Chip (ASIC)

ROC: Receiver Operating Characteristic Curve

ROI: Region of interest

RU: Readout Unit (BTL)

Run 1: LHC data-taking period in 2011 (7 TeV) and 2012 (8 TeV)

Run 2: LHC data-taking period from 2015-2018 (13 TeV)

Run 3: LHC data-taking period projected for 2021-2024 at 14 TeV

Run 4: First LHC data-taking run after HL-LHC Upgrade projected to start in 2026/2027

SAR: Successive Approximation Register

SC: Steering Committee

SCA: Slow Control Adapter, a member of the GBT chipset

SCADA: Supervisory Control and Data Acquisition , a generic name for a system for slow
control and monitoring

Serenity Board: A board for processing digital data using a large Xilinx FPGA and many high
speed data links

SiPAD: A hexagonal silicon sensor used in the CMS Endcap calorimeter

SiPM: Silicon PhotoMultiplier

SKYROC: a readout chip designed for the CALICE Calorimeter and used by the CMS CE and
others for a variety of R&D and developmental tasks

SM: Standard Model

SMA: Subminiature connector version A

SNR: Signal-to-Noise Ratio

SoC: System on aCchip
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SOF: Start Of Frame (ETL data record)

SPTR: Single photon time response

SRAM: Static Random Access Memory

STAR: An experiment at the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National
Laboratory (USA)

TAC: Time to Analog Converter

TCDS: CMS Timing and Control Distribution System

TCDS2: CMS Timing and Control Distribution System for the HL-LHC

TCG: Technical Coordination Group (of CMS)

TDC: Time to Digital Converter

TDR: Technical Design Report

TEDD: Tracker Endcap Disk Detector for CMS HL-LHC Upgrade

TIA: Transimpedance Amplifier

TID: Total Ionizing Dose (radiation)

TIF: Tracker Integration Facility at CERN, area for commissioning large tracking detectors

Time walk: The tendency of a threshold crossing time of a pulse to shift as a function of its
pulse height

TM: Technical Manager

TMR: Triple Modular Redundancy, a voting system among three identical registers to protect
chips against Single Event Effects

TOA: Time of Arrival, in Time-of-Flight application

TOF Time of Flight

TOFHIR: Readout out ASIC for BTL

TOFPET2: A commercial ASIC used in Pet Scanning applications that include time measure-
ments

TOT: Time Over Threshold, correlated to pulse amplitude in tof application, used to correct for
time walk

TP: Technical Proposal

TST: Tracker Support Tube

UBM: Under-bump metallization

UFSD: UltraFast Silicon Detector

UPS: Un-interruptable Power Supply (or source)

USC: Underground Service Cavern in CMS experiment at CERN

UXC: Underground Collision Cavern

VE: Value Engineering
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VL: Versatile Link

VTRX: radiation tolerant optical transceivers

ZYNQ: A programmable SoC (system on chip) from XILINX. Can be considered an IPMC.
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MTA-ELTE Lendület CMS Particle and Nuclear Physics Group, Eötvös Loránd University,
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Orientale c, Novara, Italy
N. Amapanea ,b, R. Arcidiaconoa,c, S. Argiroa ,b, M. Arneodoa,c, N. Bartosika, R. Bellana,b,
C. Biinoa, A. Cappatia ,b, N. Cartigliaa, S. Comettia, M. Costaa ,b, R. Covarellia,b, N. Demariaa,
F. Fausti, M. Ferrero, B. Kiania ,b, M. Mandurrino, C. Mariottia, S. Masellia, E. Migliorea,b,
E. Monteila,b, M. Montenoa, M.M. Obertinoa,b, E.J. Olave, L. Pachera,b, N. Pastronea,
M. Pelliccionia, G.L. Pinna Angionia ,b, M. Ruspaa,c, R. Salvaticoa ,b, F. Siviero, V. Solaa,
A. Solanoa ,b, D. Soldia,b, A. Staianoa

INFN Sezione di Trieste a, Università di Trieste b, Trieste, Italy
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7: Also at Université Libre de Bruxelles, Bruxelles, Belgium
8: Also at University of Chinese Academy of Sciences, Beijing, China
9: Also at Institute for Theoretical and Experimental Physics named by A.I. Alikhanov of NRC
‘Kurchatov Institute’, Moscow, Russia
10: Also at Joint Institute for Nuclear Research, Dubna, Russia
11: Also at Suez University, Suez, Egypt
12: Now at British University in Egypt, Cairo, Egypt
13: Also at Purdue University, West Lafayette, USA
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22: Also at MTA-ELTE Lendület CMS Particle and Nuclear Physics Group, Eötvös Loránd
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49: Also at Universität Zürich, Zurich, Switzerland
50: Also at Stefan Meyer Institute for Subatomic Physics, Vienna, Austria, Vienna, Austria
51: Also at Adiyaman University, Adiyaman, Turkey
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